Myopic exoplanet detection algorithm based on an analytica I
model of AO-corrected coronagraphic multi-spectral imagi ng

Marie Ygouf?32 Laurent M. Mugniel®, David Mouille£3, Thierry Fuscé®, and Jean-Luc BeuZit

1 ONERA - The French Aerospace Lab
F-92322 Chatillon, France

2 UJF-Grenoble ¥ CNRS-INSU, Institut de Planétologie et d’Astrophysique @renoble (IPAG)
UMR 5274,
Grenoble, F-38041, France

3 GIS PHASE

Abstract. High contrast imaging for the detection and charactensaif exoplanets rests upon the instrument’s
capability to cancel the light of the host star. Unfortuhatle combination of adaptive optics and coronagraphy is
not suficient: the residual starlight, or speckle noise, may beively bright compared to the signal of the planet
and limits the detection sensitivity. These speckles fimidthrigin in wavefront errors created by imperfections
in the optical components. As they evolve on various timéesc&alibrating these speckles out is very tricky and
the suppression of the unavoidable residual speckle naist Ine done by post-processing methods. The current
empirical post-processing methods for calibrating outr#sédual speckles and detecting the potential exoplanets
are not sfficient with respect to the specifications to be reached byeteamd future generations of instruments.
In this communication, we develop, in a bayesian framewankinversion method that is based on an analytical
imaging model. The model links the instrumental aberratitmthe speckle pattern on the image focal plane,
distinguishing between aberrations upstream and dovamti&f the coronagraph. This approach allows us to
estimate both the speckles and the object map using thehfaictite object does not scale with the wavelength
as the speckle pattern does. We validate this method orstieainages with simulation conditions typical of a
SPHERE-like instrument. We assess the performance of tiieoshdor diferent contrasts between the star and
the planet flux.

1 Introduction

Ground-based instruments have now demonstrated the &igptbiletect planetary mass companions
[1,2] around bright host stars. By combining an adaptivécsAQ) system and coronagraphs, some
first direct detections from the ground have been possibiaviorable cases, at large separations and
in young systems when low mass companions are still warh000 K) and therefore not too faint.
There is a very strong astrophysical case to improve the ¢oglrast detection capability (1@or a
young giant planet to £0 for an earth-like planet in the near infrared) very closeténss(0.1” to 17).

Several instruments will be capable of performing multedps imaging and will allow charac-
terizing the planets by measuring their spectra. It is thse acd GPI (Gemini) [3], Palm 3000 (Palo-
mar) [4], SPHERE (VLT) [5] and several others that will falloBy combining an extreme adaptive
optics (Ex-AO) and more accurate coronagraphs than betfoeelevel of star light cancellation is
highly improved, leading to a better signal to noise ratiet, Yhe residual host star light isfected
by the instrument aberrations to form a pattern of intengtyations or “speckle noise” on the final
image. Part of the speckles cannot be calibrated as theyeseal various time scales (neither fast
enough to smooth down a halo nor stable enough) and for #h$®re these “quasi-static speckles” are
one of the main limitations for high contrast imaging.

A number of authors have discussed the challenge posed biirtliaation of speckle noise in high
contrast multispectral images. Some of these methods asgabelength dependence of the speckle
pattern to estimate it and subtract it from the image, whiksprving both the flux and spectrum of
the planet. Sparks and Ford (2002) were the first to desdnbea-called “spectral deconvolution”
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method in the framework of space-based observations farsirument combining a coronagraph and
an integral-field spectrometer (IFS) [6]. The method isreitibased on a speckle intensity fit by low-
order polynomials as a function of wavelength, in the fodahp. But preserving the planet signals
from being eliminated with the speckles is challenging lbseathe planet presence is not explicitly
modeled. Besides, some information on the measurememinsycstn be very useful to disentangle a
planet from the speckle field. Burke et al. (2010) combinedsital empirical techniques oftidiren-

tial imaging with a multi-wavelengtphase retrieval method to estimate the aberration pattern in the
pupil plane with a simple imaging model without a corona@yrff]. The inversion algorithm is based
on a maximum-likelihood estimator, which measures therdigncy between the data and an imaging
model. In the present case, Burke’s wavelength diversithotedoes not apply readily, as it assumes
non coronagraphic imaging, whereas we consider the higiiylimear case of a coronagraphic imag-
ing model.

That is why we propose to take advantage of a combined use wélevagth diversity and a
Bayesian inversion to jointly estimate the aberrationshia pupil plane and the planet map. The
joint estimation aims at taking up the challenge of presey¥ie planets signal. An advantage of the
Bayesian inversion is that it can potentially include anam@nt regularization diversity to constrain
the problem, using for example prior information on the mpthe planet map (position, spectrum, ...)
or the aberrations. In the Bayesian framework, the critetiobe minimized is the sum of two terms:
the data fidelity term, which measures the distance betweeddta and the imaging model, and one
or some penalty terms. An importanffiitulty is to define a realistic coronagraphic imaging model
which depends on parameters (aberrations...) that canther eialibrated beforehand or estimated
from the data.

2 Parametric model of multi-spectral coronagraphic imagin g

In order to carry out the Bayesian inverse problem methodneed to derive a parametric direct
model of coronagraphic imaging. We assume that, for an A@ected coronagraphic image at the
wavelengthi, the direct model is the following sum of three terms, sefiragahe residual corona-
graphic stellar halo, the circumstellar source (for which impact of coronagraph is neglected) and
noisen,: i, (@) = f; - h¢ (@) + |01 % h¥] (@) + Ny (a), where the data aré; (), the image we have
access tof) is the star flux an#t’® (@), the non-coronagraphic point spread function (PSF) whach ¢
be estimated separately. Solving the inverse problem igifirttie unknowns: the objeof («) and the
speckle fieldhS (@) which we also call the “coronagraphic PSF”.

A model description of§ () directly depends on the turbulence residuals and opticeéirant
errors. Sauvage et al. (2010) proposed an analytical esiprefor coronagraphicimage with a distinc-
tion between upstream and downstream aberrations [8]. dhsidered optical system is composed
of a telescope, a perfect coronagraph and a detector planee &sidual turbulent aberratiofi$o, t)
are introduced in the telescope pupil plafiép, t) is assumed to be temporally zero-mean, stationary,
ergodic. Because we consider only long exposure time wiheaet to turbulence timescales, these
turbulent aberrations contribute only through their sgiadtatistical properties: power spectral den-
sity S, (@) or structure functiorD,, . The static aberrations are separated into two contribstithe
aberrations upstream of the coronagrap(p), in the telescope pupil plarfe, (o) and the aberrations
downstream of the coronagrap(p) in the Lyot Stop pupil plan€®4(p). The perfect coronagraph is
defined as an optical device that subtracts a centered Alirgrpaf maximal energy to the electromag-
netic field. Finally, the “coronagraphic PSF” depends ord¢hparameters which define our system:
the aberrations mags, 65 andDy, .

Derivation of an approximate long exposure “coronagraphic PSF” model Assuming that all
the phases are small and that the spatial meagq(@) and¢q(p) are equal to zero on the aperture, we
derive a second-order Taylor expansion of expression 28|of |
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Whereé,?/Tp) andm are the Fourier transforms of the downstream pupil and eastraberrations
—~— |2
respectively an® [6; (1p, t)] denotes the piston of the aberration map, t). {(]P [6 (2p, t)]|2> . 'Pd (/lp)' }
t
is a corrective term that compensates for the factdhélp, t) is stationary and thus non-piston-free

— 2
on the aperture at every instant. Note t’*j%g (/1,0)' is the Airy pattern formed by the pupfty (10).
This approximate expression brings physical insight td3hevage et al. expression:

— The speckle patterns scales radiallydimand evolves in 142 in intensity in the data cube. It is
consistent with the analysis of Sparks and Ford [6], whogrerffits of low-order polynomials as
a function of the wavelength after rescaling radially.

— The approximate expression can be separated into one taticand one turbulent term. The
turbulentterm is simply the turbulent aberration poweicsag density, as seen at the resolution of
the instrument, i.e., convolved by the output pupil Airytpat. The static term is directly function
of the upstream aberrations.

— The downstream aberrations do not appear in the static fEii.confirms that the role of the
aberrations upstream and downstream of the coronagraphyigliferent and that upstream aber-
rations are dominant in the final image.

— Four equivalent upstream aberration sé{$o), 6u(—p), —ou(p) and-éu(—p), that we call “quasi-
equivalent” aberration maps, lead to the same image. THistiser discussed in Section 3.3.

A study of this approximate model [9] showed that the imageutated with the approximate
model is too diferent from the one simulated with the Sauvage et al. expnestsie computation of
the root mean square of thef@irence between the two images leads to an error of 29%. Comisty)
even if using the approximate model would considerablyese the non-convexity of the criterion, it
would probably not lead to $liciently good results. Nevertheless, and we will discussithBection 3,
this approximate model will be useful to improve the conegrge of our criterion minimization, which
is a highly critical point.

Assumptions on the long exposure “coronagraphic PSF” model The information we get from
the approximate model study helps us define some key assamagtr the success of the speckle
field estimation with the Sauvage et al.'s long exposurednagraphic PSF” model. As they have a
quite diferent impact on the final image, it is important to distinguise aberrations upstream and
downstream of the coronagraph. The downstream aberraffats is lower than that of the upstream
aberrations and furthermore, in foreseen systems, thegxaexted to be much more stable and easier
to calibrate than upstream aberrations. Besides, as wédeorisng exposure images, the residual
turbulent aberrations will be averaged to form a smooth lealsily distinguishable from a planet.
Furthermore, the statistical quantiy, which characterizes this halo, will be measured through the
adaptive optics system wavefront sensor.Thus, in thispemeassume that both the static downstream
aberrations and the residual turbulent aberrations aiterat#d and known. This decreases the number
of unknowns as the only aberration map to estimate in ordget@ccess to the “coronagraphic PSF”
is the quasi-static upstream aberrations. We shall thustdéhe long exposure “coronagraphic PSF”

by hS (6u;6d, D¢r) instead ofh§ (5u, dd, D¢r) to underline the fact thaiy andD,, are assumed to be
known.

3 Joint estimation of wavefront and object algorithm and min imization
strategy
3.1 Definition of the criterion to be minimized and joint esti mation

Following the Bayesian inverse problem approach, solvirggibverse problem consists in finding
the unknowns, firstly the object characterista&r, 1) = {0, (a)},, secondly the parameters of the
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speckle fieldh$(dy; da, Dy, ) and f* (1) = {f;}ﬂ, which are the most likely given the data and our prior
information about the unknowns. This boils down to minimgthe following criterion:

J(o. F,6,) = ZZZ 7y~ P00 D) - 01 * hi¥(64; 64, Dy, )2 (@) + Ry + Re- + Ry +- -+ (2)
nAa

This criterion is the sum of two terms: the data fidelity temmich measures the distance between
the data and the imaging model, and a non-exhaustive liggflarization terms on our unknowns
Rs, Ri+, Rs. The noise vanancezﬁ is assumed to be known. The star flux at each wavelength can be
analytically estimated from the criterion provided theutegization on flux is quadratic or absent.

The structure of the criterion of Eq. (2) prompted us to adojatint estimation of wavefront and
object with an iterative algorithm, which alternates beswestimation of the aberrations, assuming
that the object is known (multispectnathase retrieval) and estimation of the object assuming that the
aberrations are knowm@n-myopic multispectral deconvolution).

3.2 Non-myopic multispectral deconvolution

Thenon-myopic multispectral deconvolution is relatively well-known. The chosen regularization leads
to a convex criterionand thus to a unique solution for a gsetrof aberrations.

The regularization terr®, includes prior spatial and spectral information we havelendbject.
We chose here a L1-L2 white spatial regularization whictuass the independence between the
pixels [10] because we are mainly looking for point sourdd® spectral prior is based on the object
spectrum smoothness. We currently assume that the objehitis (constant spectrum) but as the final
aim is to extract some spectra, for future validations wéwsgié a L2 correlated spectral regularization
[11] which will involve at each pixel the éierences between the spectrum at neighboring wavelengths
and will enforce smoothness on the object spectrum.

3.3 Phase retrieval: dealing with local minima

Choice of an appropriate starting point: very small random p hase In order to keep the com-
putation time reasonable, we use a local descent algorithminimize the criterion. Because the
latter is highly non-convex, the chosen starting point eadlor not to the global minimum of the
criterion. The solution is brought by assuming that the ngash aberrations are small enough at the
starting point so that we are fully in the conditions whereThylor expansion developedin [9] is valid
and where the criterion is less non-convex. It allows the@wtlgm to avoid many wrong directions,
and thus many local minima. As the algorithm converges, gstraam aberration rms value increase
towards their true value and a gradual non-linearity of tloelehis little by little introduced.

Choosing an aberration map with a small rms value as a sjgrtimt of thephase retrieval allows
us to avoid some local minima by linearizing the highly nameex model used in the inversion.

Avoiding some local minima by testing quasi-equivalent sta rting points  In the approximate
model, four diferent aberration maps can give the same image (cf. Sectidimi@)means that, from a
given starting point, the minimization algorithm can takef different but equivalent directions from
the approximate model point of view. But from the point ofwief the model used in the inversion
[8], it is not the case because it depends on downstreamadiosrs, which break the symmetry.

Consequently, a good solution from the point of view of thpragimate model may be a not-so-
good one from the model used in the inversion point of vieve iea is then to perform an initializa-
tion step where the very small random phase is taken as agtadint. A firstphase retrieval stage
is performed with this starting point, leading to a first estted aberration map denoteddy'* (o).
Then, the three other quasi-equivalent aberration nagfs*(—p), —6,"**(0) and —6,"**(-p) are
taken as starting points for three otiphiase retrieval stages. This leads to three more estimated aber-
ration maps denoted by, "2, 5,3 andg, M4,
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Fig. 1. Block diagram of the algorithm used for the jointly egimation of the object map and static upstream
aberrations.

Avoiding some local minima in the multispectral inversions by taking the previously es-
timated aberration map as starting point In spite of setting up solutions in order to avoid the
local minima while the minimization criterion, we sometisn@bserve some minimizationficulties

in the case of inversions with more than two spectral chanfi&ie reason of this problem has not
been identified. That is why we begin to do an inversion witk spectral channel. Then, we add one
spectral channel for a two-spectral channel inversion aadake the previous estimated aberration
map as a starting point. Doing this when adding some mordrgpebannels is a way of constraining
the problem, waiting for understanding the reason of thes@mzation dificulties.

3.4 Summary of the developed algorithm

Figure (1) summarizes theftirent steps of the developed algorithm. The choice of a \eallsan-
dom phase as a starting point is essential because it aalidg into some local minima (section 3.3).
An initialization phase is performed, testing the algaritbonvergence for the four quasi-equivalent
solutions (section 3.3). The solution which leads to thellsiacriterion value is selected. Then, the
minimization core is performed, alternating between theraiion estimation, assuming that the ob-
ject is known (multispectrgdhase retrieval, section 3.3), and the object estimation, assuming that the
aberrations are knowm@n-myopic multispectral deconvolution, section 3.2). Several iterations are
performed until the stopping rule of the algorithm is vedfie

4 Validation of the inversion method by simulations

Test case: Data processing with “SDI” From a data cube of six images simulated with the image
formation model of Section 2 and the Sauvage et al. [8] aitall:xpression of coronagraphic imag-
ing, we jointly estimate the speckle field and the object nTdpe simulated instrumental conditions
are typical of a SPHERE-like instrument and the same as thfeggouf et al. [13]: upstream, and
downstreandy aberrations respectively simulated with standard dewiadf 30 nm and 97 nm, star-
planet angular separations of 0.2 and 0.4 arcsec, contiraststio of star flux over planet flux of 0
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(a) Object map and midb) Image of the object (c) Aberration map (d) Image of the speckle
dle region map in the focal plane field in the focal plane

Fig. 2. Simulated images att = 950nm. (a) Simulated object map and (b) associated image in thé feae.
The image is obtained by convolving the object ntaiy the non-coronagraphic psf°. (c) Simulated aberra-
tions and (d) associated image of the speckle field in the éniacal plane. The image is given by the “corona-
graphic PSFh.

10° and 10, a [950 nm ; 1647 nm] spectral bandwidth and a maximum flux pesl pf 10® on the
data cube in presence of photon noise corresponding to terdtion of a 6-magnitude star for 30
minutes with the VLT.

Figure (2) shows the simulated objet map (2(a)) and the agsddmage in the focal plane (2(b)).
Figure 2 shows the simulated aberration map (2(d)) and teeca&ted image of the speckle field
in the focal plane (2(d)). In the following, we focus on theddiie region defined in Figure (2(a)).
Materialized by the two white circles, this is a ring from 220 1/D which corresponds to angular
distances between 0,05” and=~ 0,5” at 950 nm. In this region, the adaptive optics compensates
for the turbulent aberrations. Quasi-static aberratiosaglaminant, thus they limit the detection. For
this reason, this is the region which interests us the mosiuldy the convergence capabilities of our
algorithm.

We process the simulated images with an optimized “SDI” ideorto have a comparison point
to estimate the performance of our method. We compare datveiy the stellar residuals which
will limit the detection capability, after post-procesgiriTo do this, we consider the two following
bandwidths: [950 nm ; 1650 nm] and [950 nm ; 1150 nm]. The fiesidwidth is typical of an IFS-
SPHERE-like instrument but this spectral separation isfamatrable to the SDI. The second band-
width is closer to separations we have when usirftedential filters. For each bandwidth, we take
the images at the minimum and maximum wavelengths and walestite image at 950 nm with
respect to the images at 1150nm and 1650 nm. Finally, we iperfioe following spectral dier-
ences between the two imagesi,., = i1650nm — YiosonmaNdigitt, s, = 11150nm — Yigsonm Where
y is a codficient which minimize the squaredftiirencelimax— yiminl> on the middle regionm(p).

v is the codicient that minimized the squaredfldirence on this region and is given by [12]:=

2 Mp)igsonmlo)izesonn(0)/ 2, m(p)i§650m(p), where m is a mask that is equal to 1 on the pixels be-
longing to the middle region and 0 elsewhere. This two-clehsumbtraction reduces the level of stellar
halo by a factor 10 (resp 4) in the middle region for the banitl/[950 nm ; 1150 nm] (respectively
[950 nm ; 1650 nm]).

Inversion with only one spectral channel We jointly estimate the upstream quasi-static aberration
map and the object map with only one spectral channel at 95@iure (3(a)) compares the residual
speckles in the focal plane after post-processing with tithized” SDI method and our method,
with respect to the image before post-processing. The simervith only one spectral channel allows
a 81-fold gain to the speckle subtraction, in the middlearglefined in Figure (2(a)). Figure (3(b))
compares the estimated object image in the focal planet]righthe simulated one (left). Even if
many residuals from the turbulent halo and residual spscdbsist on the object image, one of the
planets, that with a contrast of 4,0s detected at the right position. This result shows ouorlgm
convergence capability in spite of the degenera@yadilties and the presence of local minima.
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(a) Speckle fieldsWith the same dynamic, at 1650 nm: (left) ima@¢ Images of object. With the same dy-
before post-processing and speckle residuals after posegsingnamic, at 950 nm: (left) simulated and (right)
with (middle) SDI and with (left) a one-spectral channelersion.estimated planet imag{,l * hrzc] (X, ) with
For visualization reasons, the last image was rescaled%ﬁmma one-spectral channel inversion

to 1650 nm. '

Fig. 3. Inversion with one spectral channel.

(a) Speckle fields.Speckle residuals aft¢b) Images of object.Simulated (left) and
post-processing, with the same dynamdi§timated planets imagés,  h°| (x y), at

(If_eftr)‘tlntversmn V‘t”tr: Oﬂe spelctral channel agely nm with the same dynamic: (middle) in-
(right) two spectral channels. version with one spectral channel and (right)
two spectral channels.

Fig. 4. Inversion with multispectral data cubes.

Inversion with multispectral data cubes We jointly estimate the upstream quasi-static aberration
map and the object map with multispectral data. The invargaealized with two, three, four, five
and six spectral channels taken in the simulated data cutig mhages.

The speckle field estimation in the focal plane is improvethwie multispectral inversion as
shown in Figure (4(a)). The right image is the subtractiomveen the simulated speckle field and the
estimated one, the former being the result of the inversiitin two spectral channels. The inversion
with two spectral channels allows a gain of a factor 2000 & speckle subtraction in the middle
region defined in Figure (2(a)).

Figure (4(b)) compares the estimated object image for siwas with one (left) and two (right)
spectral channels. With two spectral channels, the twogtéamith a contrast of flare detected at the
right position, in addition to the planet with a contrast 6f.1The planet with a contrast of 1@ not
detected because it is flooded by the photon noise. The anbluidlo residuals in the final image, very
strong with the one-image inversion, are attenuated bygusiore images for the inversion. The results
with more spectral channels than two are not representedfemrause they lead to the same visual
aspects as those with two spectral channels. The evolutide oms value of the dierence between
the simulated and the estimated object images is represankggure (5), for all the images, in the
middle region defined in Figure (2(a)). The rms value of tifeedénce between the simulated and the
estimated images decreases with the number of wavelengghisor the inversion. This confirms that
adding some more wavelengths, thus more information, irgwthe joint estimation performance.
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Fig. 5. Inversion with multispectral
data cubes.Evolution of the rms value
of the diference between the simulated
£ 41 and the estimated object images as a
function of the number of spectral chan-
nels used in the inversion, in the middle
R : = region defined in Figure (2(a)).

5 Conclusion

We have proposed an original method of image restoratiotinéonew generation of planet finders. For
the first time, a fine parametric model of coronagraphic imggiescribing the instrument response,
is used for the inversion of simulated multispectral imagea solid statistical framework. The choice
of a Bayesian approach allows to use a wide variety of prifarination either about the system
(aberrations, flux, noise) and about the object of intefstinterest of the method is the possibility
of adjusting the weight of the prior information accordimgthe instrumental aberrations and object
knowledge and the instrument stability.

In order to set up this method, we have developed an iteraliyggithm which estimates jointly the
object fion-myopic multispectral deconvolution) and the aberrationsniultispectral phase retrieval).
Estimating the aberrations is affitult issue because of the high non-linearity of the coroajlgic
imaging analytical model and the number of unknowns to estinfabout 1®in our case). Nev-
ertheless, we have demonstrated the convergence capahilitthe algorithm, by bringing original
solutions to the minimization fficulties of thephaseretrieval.

The restoration of images simulated with a perfect coromatyis very encouraging for the extrac-
tion of planetary signals at levels beginning to be astreally interesting. We have demonstrated
the dficiency of the method even with only one spectral channelchyeaing a contrast of faat 0.2
arcsec. Multispectral redundancy improves the detecsmoan as we add one more spectral channel,
allowing to achieve a contrast of 4@t 0.2 arcsec.

We thus believe that multispectral approach will be detamg when we confront it with exper-
imental data. This deserves to be studied, as well as howetfiermance will evolve in the dtierent
cases of images simulated with a non-perfect coronagrephimages from the SPHERE instrument
on lab or real images from an instrument on-sky.
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