Comparison of methods for detection and characterization of exoplanets with SPHERE/IRDIS
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ABSTRACT

SPHERE is a second generation instrument for the Very Large Telescope (VLT) which will aim at directly detecting the intrinsic flux of young giant exoplanets thanks to a dedicated extreme adaptive optics system and coronagraphs. Exoplanet detection in the near-infrared will be performed in parallel with an integral field spectrograph and a differential imager, IRDIS. IRDIS main mode for exoplanet detection will be Dual-Band Imaging (DBI) where two images are acquired simultaneously at close wavelengths around expected sharp features in cold planetary objects spectra. We present here the end-to-end simulations performed to obtain realistic data for IRDIS in DBI mode with temporal evolution of the quasi-static speckle pattern. Data cubes have been generated to represent 4 hour observations in IRDIS filter pairs for various star magnitudes and planets at angular separations from 0\textquoteleft\textquoteleft 2 to 2\textquoteleft 0. Using this unique set of data, we present a comparison of various data analysis methods for high-contrast imaging with IRDIS in DBI mode both in terms of detection limits and of estimation of the exoplanet flux after speckle noise attenuation.
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1. INTRODUCTION

Most of the exoplanets currently known have been detected with indirect methods such as radial velocities or transits. Although these methods are mainly sensitive to planets at small orbital separations (\textless 5 AU), some stars are showing long term trends that may indicate the presence of distant planetary companions. The wide use of adaptive optics systems on large ground-based telescopes has recently allowed to start probing for low mass companions at large orbital distances from nearby stars, leading to the image of the first exoplanet in 2005 around the young brown dwarf 2MASSW-J1207334-393254. In the following years, a handful of these objects have been imaged with existing instruments, such as DH Tau B, GQ Lup b, AB Pic b, CHXR 73 B, and more recently Fomalhaut b, 1RXS J1609 b, $\beta$ Pic b, the triple system around HR 8799, and GJ 758 B.

SPHERE (Spectro-Polarimetric High-conrast Exoplanet REsearch) is a second generation instrument for the VLT (Very Large Telescope) at ESO-Paranal Observatory which will be dedicated to the direct detection of
exoplanets and low mass companions around nearby stars. Similar instruments are currently being built for other telescopes, such as GPI\(^1\) (Gemini Planet Imager) for Gemini South and HiCIAO\(^2\) (High-contrast Coronagraphic Imager for Adaptive Optics) for Subaru. This next generation of instruments aims at detecting young exoplanets down to the Jupiter mass (\(M_{\text{Jup}}\)) by reaching contrast values of \(10^{-6}\) to \(10^{-7}\) at angular separations as small as \(\sim 0\text{"}1\). In order to achieve such high performances, SPHERE will use an extreme adaptive optics system\(^3\) of 40 × 40 actuators to reach very high corrections in the near-infrared (\(\sim 90\%\) Strehl in H band), and high efficiency coronagraphs to obtain optimal star extinction. Different types of coronagraphs will be available such as the achromatic 4-quadrant phase mask\(^4,5\) or the apodized pupil Lyot coronagraph.\(^6\) SPHERE will have two scientific instruments working in the near-infrared: a diffraction-limited integral field spectrograph\(^7\) (IFS), and a differential spectro-imager\(^8\) (IRDIS). IRDIS will support several observing modes including Dual-Band Imaging (DBI) which will provide simultaneous images at two close wavelengths in one of its 5 different filter pairs covering Y to Ks bands. The IFS will be diffraction-limited in the near-infrared and will provide spectra from Y to H bands.

In this work, we present the end-to-end simulations that we have performed in order to obtain a realistic 4-hours sequence of observation with IRDIS in DBI mode with 4 different filter pairs, and the results obtained in terms of exoplanet detection and intrinsic flux estimation. In Sect. \(2\) we present the parameters of our simulations. In Sect. \(3\), after reminding the intrinsic limitations of high-contrast imaging, we present the detection performances with data analysis methods developed in the context of direct imaging: SDI (Spectral Differential Imaging), ADI (Angular Differential Imaging), LOCI (Locally Optimized Combination of Images) and their possible combinations. Finally in Sect. \(4\) we present the results in terms of planet flux estimation as a function of contrast estimated on data analyzed with ADI, SDI+ADI and MOODS (MOving Object Detection for Sphere), a data analysis method developed in the context of SPHERE.

\section{2. END-TO-END SIMULATIONS}

An end-to-end model of the SPHERE instrument has been developed to test the performances of the different modes of the instrument. It is a diffractive code written in IDL\(^*\) based on the CAOS (Code for Adaptive Optics Systems) problem solving environment\(^9\) with a specific package developed for the SPHERE project.\(^10\)

This model includes a large number of effects at different spatial and temporal scales. It has been used to simulate a realistic test case for SPHERE, which is the observation of a star at a declination \(\delta = -45^\circ\) covering hour angles of \(-2\) hr to \(+2\) hr with an apodized pupil Lyot coronagraph. The following effects have been accounted for:

- AO correction of the turbulent wavefront: for each image, 100 decorrelated phase screens have been used to simulate the AO-corrected atmosphere,
- Variation of the seeing and wind speed with time, and thus of the quality of the AO correction,
- Image formation down to the detector taking into account the different optical elements and instrumental effects (coronagraph, chromaticism, DBI filters, . . .),
- Effects related to the changing airmass and field rotation: ADC chromatic residuals, optics rotation (entrance window, derotator, ADC, beam shift),
- Variations on long timescales: temperature, pointing stability, pupil translation, rotation residuals, focusing on the coronagraph,
- Detector effects: photon noise, RON, flat field noise
- Photometry: global instrumental throughput, realistic values for the simulated stars and planets

\(^*\)Interactive Data Language, ITT Corporation, \url{http://www.ittvis.com/}
In this end-to-end model, the Fresnel propagation of the wavefront is not considered. However, the overall impact of Fresnel propagation has been evaluated in separate simulations (not detailed here) where pre-coronagraphic and post-coronagraphic propagation effects have been simulated. The main result is that while the region beyond AO cut-off (0''8 in H band) is mostly dominated by the pre-coronagraphic propagation effects, resulting in a loss of up to a factor 2 in contrast, the inner region is affected by a mix of both effects, resulting in a loss of at most 1.5.

The complete simulated observation of 4 hours has been decomposed in individual images representing 100 s. At this timescale we assume that the fast-varying atmosphere residuals are averaged out and produce a smooth halo around the star, leaving only the correlated residuals with timescales longer than a few minutes. The 100-second timescale also allows to correctly sample the field rotation (120° in total for the 4 hours). During the course of the simulation, the seeing and wind speed have been varied on ranges typical for ESO-Paranal Observatory, respectively 0.85 ± 0.15 and 14.2 ± 4.6 m s⁻¹. Optical aberrations have been varied according to the specifications of the optical elements of SPHERE. Figure 1 shows the variation of the pre-coronagraph achromatic wavefront errors as a function of time. The post-coronagraphic wavefront errors are dominated by a fixed amount of 50 nm RMS corresponding to IRDIS internal optics. The differential aberrations between the two DBI filters have been set to ~7.5 nm RMS following the results obtained on IRDIS prototype filters.¹¹

The diffractive code has been run to simulate data corresponding to the filter pairs Y2Y3, J2J3, H2H3 and K1K2 of IRDIS (Table 1). The output of this code is a series of normalized coronagraphic and non-coronagraphic images of the star at the two wavelengths of the filter pair. A second code was used to produce data cubes representing realistic planetary systems. For each star, 3 series of planets separated by 120° have been simulated at 0''2, 0''5, 1''0, 1''5 and 2''0, taking into account the field rotation which is a function of the star elevation. Figure 2 shows a simulated coronagraphic image in filter H2 (left), and the simulated planets that have been
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Figure 1. Evolution with time of the achromatic pre-coronagraph wavefront errors introduced in our simulation.
introduced (right). Realistic photometry was calculated for the stars using standard Kurucz models\textsuperscript{12,13} (spectral types regularly distributed from F0 to M0 at 10 pc), and the latest synthetic spectra for the planets, including the AMES-Dusty,\textsuperscript{14} BT-Settl,\textsuperscript{15} AMES-Cond,\textsuperscript{16} and BSH.\textsuperscript{17} The effective temperatures ($T_{\text{eff}}$) of the planets range from 350 K to 2500 K and the surface gravities ($\log g$) from 2.5 to 6.0. The steps in the grids are of 100 K for $T_{\text{eff}}$ and 0.5 for $\log g$. For each filter pair we generated 66 data cubes with different combinations of star and planet to cover contrast values from $\sim2 \times 10^{-7}$ to $\sim10^{-2}$.

Finally, sky contribution has been added to match typical values for ESO-Paranal Observatory. Thermal background from the instrument was also included: the value is low in I, J and H bands ($<2$ photon sec$^{-1}$ pixel$^{-1}$), while it becomes significant in K band (60 to 220 photon sec$^{-1}$ pixel$^{-1}$). A realistic amount of noise for the IRDIS detector was included in the images: photon noise, flat field noise (0.1%) and read-out noise (10 e$^{-}$/read).

The final data cubes represent 4 h observations with IRDIS after standard cosmetic corrections and calibrations (dark, sky background and thermal background subtraction, flat field division, bad pixel correction and registration).

3. DATA ANALYSIS

3.1 Limitations in high-contrast imaging

High-contrast coronagraphic images are intrinsically limited by the speckle noise\textsuperscript{18} induced by atmospheric phase residuals and instrumental quasi-static aberrations not corrected by the AO system. The quasi-static speckles are mainly caused by the instrumental aberrations that slowly change during a long exposure. On a timescale of a few seconds, the atmospheric residuals are averaged out forming a smooth halo around the star, over which the quasi-static speckles are superimposed because their coherence time is much longer.\textsuperscript{19,20} To optimize AO performances and speckle rejection, observations can be performed in pupil-stabilized mode, leading to a very high stability of the PSF.

The speckle noise can be significantly reduced by subtracting a reference PSF to the science images in order to remove the static and quasi-static speckles. This reference PSF can be either obtained by observing a reference star in conditions similar to the ones of the science target, or by constructing a reference from the science data itself. The first solution is time-consuming and cannot exactly reproduce the speckle pattern between the target and the reference since the atmospheric conditions change, making impossible to perfectly match both PSFs. This is the reason why the second approach is generally favored.
Different techniques are available to obtain a reference PSF from the scientific observations. The first is to perform DBI,\textsuperscript{21} where two images are acquired simultaneously at two close wavelengths located around expected sharp spectral features in the spectrum of cold planetary objects. Recent models predict the presence of large molecular absorption bands caused by H$_2$O, CH$_4$ and NH$_3$ at low T$_{eff}$. With carefully selected filters pairs, a contrast of several magnitudes on the planet flux between the two filters can be obtained, although some recent observations suggest that the presence of such molecular features should not be taken for granted, and would only appear at much lower T$_{eff}$ than expected with current planetary atmosphere models.\textsuperscript{22} Using these simultaneously acquired images, it is possible to perform Spectral Differential Imaging (SDI) by subtracting the 2 images obtained at $\lambda_0$ and $\lambda_1$.

Another technique is to use the fact that the field of view slowly rotates when observations are performed in pupil-stabilized mode. Angular Differential Imaging\textsuperscript{23} (ADI) is performed by selecting for each image of interest, images taken before and after rotating the field of view by more than 1.5 $\lambda/D$. This operation is performed for all images in annuli of increasing radius. The global efficiency of ADI is mainly controlled by the rotation rate of the field of view, which depends on the star declination. At the latitude of ESO-Paranal observatory (-24° 3’ 38'') and for a star at declination $\delta = -45^\circ$, the field rotation varies between 0.006 deg s$^{-1}$ at an hour angle of $\pm2h$ and 0.011 deg s$^{-1}$ at an hour angle of 0h. ADI can be further improved by using not only 2 images before and 2 images after each image of interest, but by finding the best linear combination of images separated by more than 1.5 $\lambda/D$ than minimizes the residuals in the image of interest. This method is known as the Locally Optimized Combination of Images\textsuperscript{24} (LOCI).

Finally, it is possible to combine SDI with ADI/LOCI in order to increase the speckle noise attenuation. SDI is first performed on short exposure images acquired simultaneously to remove the fast varying atmospheric residuals that have not been averaged out. ADI or LOCI is subsequently applied on this set of data to combine the images with different angular positions of the field of view.

### 3.2 Implementation of the different methods

SDI, ADI and LOCI have been tested on our simulated data for IRDIS in order to estimate the detection limits obtained with different data analysis methods. MOODS,\textsuperscript{25,26} a data analysis method developed in the SPHERE consortium, has also been tested but only for the estimation of the simulated planet flux (see Sect. 4). Another data analysis method, ANDROMEDA,\textsuperscript{27} has also been developed within the SPHERE consortium but has not been tested here. Future work will include a comparison of ANDROMEDA’s results with the ones described in this work. For more details on ANDROMEDA, see Cornia et al. (this conference).

SDI implementation is straightforward: assuming that we use an extreme AO system, a perfect coronagraph, that aberrations are achromatic, and that the small phase approximation is valid, a coronagraphic star image at $\lambda_i$, denoted by $h_i^c(\alpha)$, scales spatially proportionally to $\lambda_i$, so that:

$$h_i^c(\frac{\lambda_1}{\lambda_0}(\alpha)) \propto h_0^c(\alpha)$$

(1)

Thus, assuming that the potential companion flux is negligible at wavelength $\lambda_1$, one can remove most of the star residuals in images at $\lambda_0$ by subtracting suitably rescaled simultaneous images at $\lambda_1$. Because SPHERE images are at least Shannon-sampled, this scaling can be done accurately using the discrete Fourier transform (DFT) – in practice the FFT. In a nutshell, our scaling method consists in zero-padding the image both in direct space and in Fourier space in order to obtain the zoom factor of our choice. The exact steps are detailed in Appendix A. The spatial rescaling of the image at $\lambda_1$ is a critical step to ensure that the speckle patterns match in both images.

ADI has been implemented following the thorough description given in Sect. 5.2 of Marois et al. (2006). The optimization has been performed in annuli with radii falling between our simulated planets: $0''10$, $0''35$, $0''75$, $1''25$, $1''75$ and $2''25$. For the LOCI, we used an implementation gently provided by D. Lafrenière and adapted by C. Thalmann to work on NaCo data and simulated data.
3.3 Speckle noise attenuation

Five different schemes of data analysis were tested on our simulated data sets:

1. SDI only,
2. ADI only (at $\lambda_0$ and $\lambda_1$ separately),
3. LOCI only (at $\lambda_0$ and $\lambda_1$ separately),
4. SDI+ADI,
5. SDI+LOCI.

Figure 3 presents the speckle noise level in H band after applying these schemes on simulated data for a 4-hours observation. Two different cases of star flux are considered, corresponding to different regimes of noise: a high flux case (F0 at 10 pc) and a low flux case (M0 at 10 pc). The PSF and coronagraphic profiles are calculated by the average of the PSF or coronagraphic images in annuli of increasing radius. The noise levels with all the data analysis methods are estimated from the standard deviation of the residuals in the same annuli. All curves are normalized to the maximum of the PSF without coronagraph.

We clearly see different levels of performances depending on the method that is used, the angular separation and the star flux regime. In high flux, where the performances are limited by the speckle noise and not by the photon and background noises, we see that SDI and ADI alone offer similar performances, with a small advantage for ADI at very small angular separations ($\lesssim 0''.2$), and for SDI at larger separations (0.5 to 1.0 mag between 0''.5 and 2''.0). These methods allow to reach contrasts of $\sim 4 \times 10^{-6}$ (13.5 mag) at 0''.2 and $\sim 3 \times 10^{-8}$ (18.8 mag) at 3''.0. When they are combined (SDI+ADI), the overall performance is clearly improved on the whole range of angular separations. The noise level is attenuated by 2 to 4 magnitudes depending on the separation, allowing to reach an ultimate contrast of $\sim 2 \times 10^{-7}$ (16.7 mag) at 0''.2 and $\sim 5 \times 10^{-9}$ (20.8 mag) at 3''.0. LOCI alone offers a significant improvement compared to ADI alone, with a gain of 1.5 to 2.5 magnitudes depending on the angular separation. At separations larger than 1''.5, LOCI almost reaches the level of SDI+ADI, but SDI+ADI retains a clear advantage in the AO corrected region below 0''.85. Finally, when combined with SDI, LOCI improves again the speckle noise attenuation, in particular at small angular separations, allowing to reach $\sim 5 \times 10^{-8}$ (18.3 mag) at 0''.2.
In low star flux (M0 at 10 pc), the respective performances of the different methods are similar, but the higher level of photon noise, sky background noise and instrumental background noise clearly limit the contrast that can be reached at large angular separations. The effect is already visible at 0′′2, in particular for SDI+LOCI, which only reaches \( \sim 2 \times 10^{-7} \) (16.7 mag), but it is extremely important at separations higher than 2′′0, where all methods reach a similar level of speckle noise attenuation. The effect is even worse in K band (not shown here) where the thermal emission of the sky and instrument is 10 to 15 times higher than in H band, limiting the contrast to \( \sim 6 \times 10^{-7} \) (15.5 mag).

4. PHOTOMETRY

When a faint object is detected in the data, it needs to be characterized by measuring its intrinsic flux and comparing the measurements to planetary atmosphere models. In this section we investigate the photometric accuracy that can be reached after applying different data analysis methods on our simulated data. Due to the large amount of computing time required, only three data analysis methods have been considered: ADI, SDI+ADI and MOODS. MOODS is a method based on maximum likelihood and developed within the SPHERE consortium. It will be implemented (among others) within the instrument data reduction pipeline. In the case of MOODS, 4 contrast values close to \( 10^{-6} \), \( 10^{-5} \), \( 10^{-4} \) and \( 10^{-3} \) have been tested to obtain a general idea of the accuracy. Moreover, when both spectral information from filters H2 and H3 are used, MOODS gives as the output both flux values in H2 and H3 filters instead of the differential flux (H2-H3), as SDI does.

4.1 Planet flux estimation

For ADI and SDI+ADI, the flux of all planets detected at more than 5-\( \sigma \) was estimated using aperture photometry in an aperture of diameter \( \lambda/D \). The aperture was calculated to take into account the effect of using a round aperture on square pixels. The measured signal was converted to a flux in photon s\(^{-1}\) m\(^{-2}\) with the formula:

\[
f_i = \frac{S_i}{E_c \, S_{Tel} \, T_r \, t_i},
\]

where \( S_i \) is the measured signal on image \( i \), \( E_c \) is the encircled energy in the aperture, \( S_{Tel} \) is the telescope collecting surface, \( T_r \) is the transmission of the atmosphere, telescope and instrument, and \( t_i \) is the exposure time for image \( i \) (100 s in our case). We have considered that the \( E_c \) in the aperture is known. Its value mostly varies with seeing conditions because the AO correction will concentrate more energy in the PSF core when seeing improves. Moreover we have corrected the measured signal from the PSF smearing caused by the rotation of the field of view during the simulated exposure time of 100 s. In practice, exposure time of single images will be of the order of a few seconds, greatly reducing the impact of smearing.

For MOODS, the planet flux in both filters of a pair is one of the output of the method. It also provides an uncertainty on these estimations of flux. It does not require the use of any particular aperture. For more details on the principle and implementation of MOODS, see Smith et al. (2008). The statistical properties of the MOODS estimation and detection scheme are analyzed in Smith et al. (2009).

4.2 Comparison of ADI, SDI+ADI and MOODS

Figure 4 presents the error on the planet flux estimation with ADI, SDI+ADI, and MOODS, as a function of contrast and angular separation in the filter pair H2H3 of IRDIS. We see that for the three methods and for all angular separations the trends are identical: the error remains low (\( \lesssim 0.05 \) mag) down to a given value of contrast, and for lower contrast values the error increases exponentially. As can be expected, the contrast value at which the error starts to increase is higher at small angular separations because of the more important level of speckle noise close to the star. The error bars in ADI and SDI+ADI correspond to the flux estimations of the three simulated planets at the given separations (see Fig. 2). For MOODS, the estimation was only made on 1 planet at each separation. One of the main advantages of statistical methods like MOODS is that they allow an estimation of the error on the flux from the science data itself. However, since the data are actually described by a statistical model more complex than the underlying model used to derive all methods (Gaussian model), the estimation of the uncertainty only gives the magnitude order of the uncertainty.
Figure 4. Planet flux estimation error as a function of contrast in filter pair H2H3 of IRDIS using ADI in H2 (top left), SDI+ADI in H2H3 (bottom left), MOODS in H2 (top right) and MOODS in H2H3 (bottom right). MOODS with both spectral information in filters H2 and H3 gives an estimation of the flux H2 and H3 independently (H3 error is plotted in dotted line).

With a photometric precision better than 0.2 mag, current evolutionary models should allow a determination of the planet $T_{\text{eff}}$ with a precision better than 50 K. With ADI (top left plot) we see that such a precision can be reached down to a contrast value of $\sim 2 \times 10^{-4}$ (9.2 mag) at very small angular separation, and down to $\sim 6 \times 10^{-7}$ (15.6 mag) at $2''0$. The error bars are much wider at small angular separations where the speckle residuals are more important. If we compare these results to MOODS in filter H2 alone (top right plot), we see that the precision is similar for separations lower or equal to $0''5$, but that MOODS seems to offer a better estimation of the flux at separations larger or equal to $1''0$. When both spectral information are used with MOODS (bottom right plot) to obtain a joint estimation of H2 and H3, the error at $0''2$ and $0''5$ are clearly improved in H2 reaching a precision of 0.2 mag respectively at contrasts of $\sim 3 \times 10^{-5}$ (11.3 mag) and $\sim 7 \times 10^{-6}$ (12.9 mag). However, the flux estimation becomes worse than with ADI alone at larger angular separations. We also see an error that seems to increase when the contrast is more favorable at such separations. In H3, the contrast is lower because H3 lies on an absorption band of the simulated planetary atmosphere models, but we see that the estimation precision is comparable to H2 alone. These results are difficult to quantify and to analyze precisely given the very small number of measurement points for MOODS. A more extended analysis is required to draw definitive conclusions.

SDI+ADI uses both images obtained with filters H2 and H3 to provide a differential flux measurement. Similarly to the speckle noise attenuation, combining spectral and angular methods significantly improves the results at all angular separations. In particular, at $0''2$ a precision of 0.2 mag is reached at a contrast value of $\sim 10^{-5}$ (12.5 mag), improving by a factor 20 compared to ADI alone. The improvement factor is less significant.
Figure 5. Magnitude difference between the star and the planet for which the photometric precision is better than 0.2 mag, as a function of wavelength and angular separation using ADI (left) and SDI+ADI (right) data analysis methods. The oblique dashed-line shows the AO control radius limit (from Vigan et al. 2010).

at larger angular separations but is in any case larger than 5. Moreover, flux estimation with SDI+ADI is more sensitive to small errors such as positioning of the aperture for photometry, because it uses a double aperture to cover both PSFs of the planet at $\lambda_0$ and $\lambda_1$.

The photometric precision in ADI and SDI+ADI has also been studied in other IRDIS filter pairs, namely Y2Y3, J2J3, and K1K2. Figure 5 (taken from Vigan et al. (2010)) illustrates the photometric performance as a function of wavelength and angular separation from the star. The contours indicate the contrast value between the star and planet below which the photometric precision is better than 0.2 mag. Two major effects can be seen on this plots:

1. the photometric performance clearly depends on wavelength,
2. there are two different regimes depending on the position compared to the AO control radius.

The first effect is directly related to the PSF chromaticity, while the second is related to the AO correction inside the corrected region. Inside that region we see a stabilization of the performance in ADI: 0.2 mag photometric precision is reached for contrasts of $\sim 10^{-4}$ to $\sim 4 \times 10^{-5}$ (10 to 11 mag), while at larger separations the performance increases linearly with wavelength. In SDI+ADI these results are less visible because the effects related to chromaticity have been attenuated by the use of SDI before ADI. We see that with ADI, a photometric precision of 0.2 mag can be reached down to a contrast of $\sim 10^{-4}$ (10 mag) at very close separation for all wavelengths. At larger separation the same performance is reached for contrasts of $\sim 2.5 \times 10^{-6}$ to $\sim 10^{-6}$ (14 to 15 mag). Combining SDI+ADI increases these values by 1.5 to 2.5 mag at all wavelengths and separations, except in Y band where the aperture for photometry is very small (4 pixels in diameter) and for which the influence of field rotation and planet PSF smearing is important, and thus difficult to correct.

5. CONCLUSION

In the context of SPHERE we have performed a detailed simulation of a 4 hours observing sequence with IRDIS, the dual-band imager of SPHERE. In this simulation, a large number of effects with their temporal evolution have been taken into account: seeing, wind speed, AO correction, optics rotation, ADC chromatic residuals, pointing errors, field of view rotation. Various detector effects have also been included in the simulation. Planets at angular separations of $0''2$, $0''5$, $1''0$, $1''5$ and $2''0$ have been simulated and photometry was calculated with a large number of different planets and stars in order to cover contrast differences between $\sim 2 \times 10^{-7}$ and $\sim 10^{-2}$. 
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Using this unique set of data, we have tested various data analysis methods to estimate the detection limits: Spectral Differential Imaging (SDI), Angular Differential Imaging (ADI), SDI+ADI, Locally Optimized Combination of Images (LOCI), and SDI+LOCI. We showed that the combination of SDI and LOCI allows to reach contrasts of $\sim 2 \times 10^{-7}$ (16.7 mag) at a separation of 0\,'
2 and $\sim 5 \times 10^{-9}$ (20.8 mag) at 3\,'
0.

For the characterization of the detected objects, we have studied the photometric error obtained after using ADI, SDI+ADI, and MOVing Object Detection for Sphere (MOODS). We showed that ADI and MOODS in the H2 filter offer similar photometric performances, in particular at close angular separations, and that MOODS with both spectral information in filters H2 and H3 significantly improves the photometric performance at small angular separations. However, it seems that the performance degrades at larger angular separations with the latter. New simulations are required in order to investigate this effect. Combining SDI+ADI to obtain a differential flux measurement also greatly improves the photometric performance compared to ADI alone in H band. Finally, we showed that the photometric performance in ADI and SDI+ADI has a strong dependence on wavelength due to the PSF chromaticity, and on the position compared to the AO control radius limit. Note that a detailed analysis of the impact of these results on future exoplanets characterization with IRDIS DBI mode can be found in Vigan et al. (2010).
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APPENDIX A. SPATIAL SCALING ALGORITHM DETAILS

For conciseness we consider one-dimensional signals, and the results generalize readily to two dimensions. Given $N$ samples of a signal $i$ sampled with a pitch $p_{\alpha}$, the quantity $\tilde{i}(k,p_{\nu})$ given by:

$$
\tilde{i}(k,p_{\nu}) = \sum_{l=0}^{N-1} i(l,p_{\alpha}) e^{2j\pi lp_{\alpha}kp_{\nu}},
$$

is the DFT of $i$ at frequency $k,p_{\nu}$, where $p_{\nu}$ is the pitch in Fourier space. Because of the use of the FFT, the pitch in Fourier and direct spaces are related by

$$
p_{\alpha}p_{\nu} = 1/N,
$$

which means that the support $Np_{\alpha}$ is the inverse of the Fourier pitch.

If we modify the number of pixels in direct space by adding on each side of the table some null pixels before performing the FFT, Eq. (4) becomes $p_{\alpha}p_{\nu'} = 1/N'$, where $N'$ is the new signal size after zero-padding in direct space, and $p_{\nu'}$ the new pitch in Fourier space.

If we proceed similarly in Fourier space by adding null pixels after performing the FFT, we finally obtain for the new spatial sampling in direct space after an inverse FFT:

$$
p_{\alpha''} = (N'/N'')p_{\alpha},
$$

where $N''$ is the new signal size after zero-padding in Fourier space. We have thus zoomed the image by a factor $z = (N''/N')$. Note that if we only zero-pad the image in Fourier space, as it is often done, then $N' = N$, which severely constrains the zooming factor: $z = N''./N$.

In order to resample the coronagraphic star image at $\lambda_1$ according to Eq. (1), we need to satisfy the following equation:

$$
\frac{N'}{N''} = \frac{\lambda_1}{\lambda_0}.
$$

Having two degrees of freedom $N'$ and $N''$ allows us, in practice, to satisfy this equality with a good precision ($10^{-4}$ or so) for reasonable values of $N'$ and $N''$ for all wavelengths of the IRDIS instrument.
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