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ABSTRACT

The final performance of current and future instruments chtéd to exoplanet detection and characterisation (such as
SPHERE on the VLT, GPI on Gemini North or EPICS on E-ELT) isited by intensity residuals in the scientific image
plane, which originate in uncorrected optical aberratiokféer correction of the atmospheric turbulence, the mainta-
bution to these residuals are the quasi-static aberratibresluced upstream of the coronagraphic mask. In ordezdach

the final detectivity, these aberrations have to be estidratel compensated for. Some of these aberrations are ndbgeen
the wave-front sensor of the AO loop but only by the scientifstruments.

In order to measure and compensate for these aberrationgweaecently proposed a dedicated focal-plane sensedcall
COFFEE (for COronagraphic Focal-plane wave-Front Esimnaior Exoplanet detection), based on an analytical model
for coronagraphic imaging. In this communication, we firgtgent a thorough characterisation of COFFEE’s perfor-
mance, by means of numerical simulations. We additionalg@nt an experimental validation of COFFEE for low orders
aberrations using an in-house Adaptive Optics Bench anghadized Roddier & Roddier phase mask coronagraph.
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1. INTRODUCTION

Exoplanet detection is one of the main challenges of todestionomy. A direct observation of these planets would pro-
vide information on the chemical composition of their atplosres, or their temperatures. Such observations havethgce
been made possiblé? but only thanks to their high mass or their wide apparentdisé from their host star.

Being able to image an object as faint as an extra-solar plaamg close to its parent star require the use of extreme AO
(XAO) systems and a high-contrast imaging technique sudoamagraphy. Instruments dedicated to exoplanet imaging
using these two techniques (SPHERE on the VLT , GPI on Genwonih)lare being integrated. The performance of such
systems is limited by residual speckles on the detectors@ bpeckles originate in quasi-static Non Common Path Aberr
tions (NCPA), which strongly decrease the extinction pded by the coronagraph. In order to achieve the ultimatesyst
performance, these aberrations must be measured and csatpérior. Several techniques dedicated to high-contrast
imaging system optimization have been proposed : 5@&@peckle Nulling, EFC® CLOWFS'

We have recently proposed a focal-plane wave-front se@@FEFEE® which is an extension of conventional phase di-
versity to a coronagraphic system. Since COFFEE uses fidaak images, it is possible to characterize the whole bench
without any differential aberration. Using these two imagad an analytical model for coronagraphic imaging, we min-
imise a criterion in order to measure aberrations upstreasnd@awnstream of the coronagraph. COFFEE’s principle and
its application to the Apodized Roddier & Roddier Phase M#@gRPM) are described in secti¢h In section3, we eval-
uate the quality of NCPA estimation by realistic simulatorin sectiord, we present the experimental results from the
laboratory demonstration of COFFEE on a in-house Adapddiptics Bench (BOA) with an ARPM. Secti&toncludes

the paper.
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2. COFFEE : PRINCIPLE
2.1 Coronagraphic imaging model

Our wave-front sensor, COFFEE, uses the analytical comaméic imaging model developed by Sauvage & dtig.1
describe the instrument principle.
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Figure 1. Coronagraphic imaging instrument : principle

Notations used in this paper will be those of Sauvage & ahd Soummer & at® We consider four successive planes
denoted A (circular entrance pupil), B (coronagraphic fqg@ane), C (Lyot Stop) and D (detector plane).is the pupil
plane position vector; its modulus andy is the focal plane position vector. The entrance pupil fiomcP, () is such as :

Pu(r) =TI (D—u) o(r) (2.1)

With II (ﬁ) = 1forr < D,, pupil entrance diameter, afidbtherwise.® is an apodization function. Considering only
static aberrations (no residual turbulent aberrationg) distinguish aberrations introduced upstream of the @gomaph
(NCPA), denoted,, (r) and assumed to be introduced in the entrance pupil planed®dawnstream of the coronagraph,
denotedp,(r) and assumed to be introduced in the Lyot Stop pupil plane @sTthe electric fieldl 4 in the entrance
pupil plane can be written as :

U4(r) = Py(r)e’® ") (2.2)

The field amplitudel 5 () in plane B can be calculated, following Sauvage &alsing the analytical coronagraphic
imaging model (which will be called “perfect coronagraphdet afterwards):

Up(a)=FTH(Wa(r)) — noFT ' (Pu(r)) (2.3)

wherer is the value that minimise the outcoming energy from focahgl B, whose analytical value is given by :
1
=37 // U (r)Py(r)dr (2.4)
S

The normalisation facto)V' is defined such ag, = 1 when there is no aberration upstream of the coronagraph
(¢u(7r) = 0), in order to havel 5 = 0 in such case (no aberrations in entrance pupil leads to remmihg energy from
plane B, and thus to a perfect extinction in the detectorgn

N = // | Py |?(r)dr (2.5)

S
Propagating the wave from plane B (E3j3) to plane D, we can write the electric fieldy () in the detector plane :
Up(a)= |:-|-71(pd(T)ej(dm(THm(r))) _ nOFT’l(Pd(r)ej‘z’d(")) (2.6)

P,(r) is the Lyot Stop pupil functionP;(r) = II (Dﬁ) P, (r) with D, the Lyot Stop pupil diameteid, < D,,). For the

sake of simplicity, we shall omit the spatial variableanda in the following. The coronagraphic “Point Spread Function
(PSF) of the instrument, denotéd is the square modulus df, :

he(du, dq) = [FTL(Pye?(Putoa)) — poFT L (Pyel®e)|? (2.7)



2.2 COFFEE : coronagraphic phase diversity

COFFEE, which consist mainly in an extension of classicalgehdiversity to a coronagraphic imaging system, uses two
imagesiL andig that differ from a known aberratios,;, to estimate both phases upstreaip)(and downstreamy(;) the
coronagraph. We use here the imaging model presenteariproved with a background term :

i, = fhg*he(pu, Pq) + M+ b

.f
.Z ) 2.8)
c = fh’d * h(:((bu + ¢di'u; ¢d) +n + b

(]

wheref is the recorded fluxkq the known detector PSIk, andn’ are the measurement noiséss a uniform background
(offset).x denote the discrete convolution operation.

The measurement noisasandn’ comprise both photon and detector noises. Because cadibiatassumed to be
performed with high photon levels, we adopt a non-statipmérite Gaussian model, which is a good approximation of
a mix of photon and detector noises. Its variance is the suthefhoton and detector noise variances(k,l) =
oon(k, 1) + oger The former can be estimated as the image itself threshat@dsitive values, and the latter can be
calibrated prior to the observations.

We adopt a Maximuna posterioriMAP approach and estimate the aberrations, theflard the backgrounigthat are
most likely given our recorded images and our prior inforimabn the aberrations. This approach aims to minimise the
neg-log-likelihood of the data, potentially penalized bgularization terms on,, and¢, designed to enforce smoothness
of the sought phases:

(fvi)a d)uad;d) = argminj(fa bv ¢u7¢d> (29)
f:0,0u,da

where )

7’{ - (fhd * h(:((//)ua ¢d) + b)

On

T b, 6urba) =5

. 2 (2.10)

2
+ R(¢u) + R(¢a)

WhereHwH2 denotes the sum of squared pixel values of map,, ando,,- are the noise variance maps of each image, and
R is a regularization metric for the phase.

Any aberrationp is expanded on a badig, which is typically either Zernike polynomials or the pixeticator functions

in the corresponding pupil planes:= ", ¢bi, where the summation is, in practice, limited to the numbeefficients
considered sufficient to correctly describe the aberratidmthis communication, the phase will be expanded on aéieul
Zernike basis, which ensure the smoothness of the phass, buegularization metric is needed. Here, we will conside
an aberration» = ), a,Z;, with a;, the set of Zernike aberrations coefficients @fdthe Zernike polynomial basis.

The minimization of metricJ(f,b, ¢., ¢q4) Of Eq. 2.10 is performed by means of a Levenberg-Marquardt algorithm,

which is a fast quasi-Newton type minimization method. ksiboth gradientg’- and%. Flux f and background

are analytically obtained as well using gradiegﬂf’sandﬂ (implementation details, including gradient expressjmas

ob
be found in Appendid).

’lg — (fhd * hc((bu + d)div; (bd) + b)

!
Un

In a previous communicatichjt has been established that a suitable diversity phiagefor COFFEE was a mix
composed of defocus and astigmatisty;, = a$?*Zs + ad™ Zs with a$? = o™ = 0.8 rad RMS. We therefor use thise
diversity phase in the following.

3. PERFORMANCE ASSESSMENT BY SIMULATION

The Roddier & Roddier Phase Mask (RRP#Y consist in ar phase shifting mask slightly smaller than the Airy disk. The
use of a circular prolate function as entrance pupil apditinap, proposed by Soummer & &?.leads in a perfect case (no
aberrations upstream the coronagraph) to a total supprestsignal in the detector plane. We have already demdesitra
that ARPM images are compatible with the perfect coronagrapdel and therefore with COFFEE estimatfoRealistic
ARPM coronagraphic images are computed following Soummat.&work!® to avoid focal plane phase mask sampling



problems. Then, we use COFFEE to reconstruct both phaséapsand downstream the coronagraph. Notice that
here, using the formalism developed in sectibh the prolate apodization functich is included in both simulation and
reconstruction imaging models. In order to evaluate COF§RErformance, we define a reconstruction eerofz stands

for u (upstream) orl (downstream)) per Zernike mode as :

1 N-1
- | = — a2 3.1
¢ Nkzz(j)lak i (3.1)

With a;. the Zernike coefficients used for the simulatian,the reconstructed Zernike coefficients aNdthe number of
reconstructed Zernike modes. In this section, we presenetolution of this reconstruction error with respect to the
incoming flux, to an error made on the assumed diversity pbaed in the reconstruction, and to the number of Zernike
modes used in the reconstruction.

3.1 SNR : noise propagation

The ultimate limitation of an instrument lies in the quayntf noise in the images. In FiguBewe present the reconstruction
error for the aberrations upstream,( and downstreamg(;) of the coronagraph with respect to the total incoming flux
for two different types of simulations : one with the perfecronagraph model, another with an ARPM; in both cases,
reconstruction is performed assuming a perfect corondgr@imulation parameters are gathered in Tdble

Simulation
images size 128 x 128 pixels
Sampling 2 pixels (Shannon)
by : WFE 0.33rad RMS
¢q : WFE 0.13 rad RMS
Zernike basis used faf,, and¢, simulation 36 Zernike polynomials
noise photon noise, detector noiseqtt= 5 €)
Phase retrieval : COFFEE
Zernike basis used faf, and¢, reconstruction| 36 Zernike polynomials

Table 1. COFFEE: simulation parameters for the noise prajagy study

T T T T T
perfect coronagraph &——= | [ perfect coronagroph &——= |

ARPM 60— s ARPM 0—— |4

Low flux : theoretical behaviour 1 Low flux : theoretical behaviour
high flux : theoretical behaviour — — — — L high flux : theoretical behaviour — - — - ||
ARPM/perfect coronagraph error — - — ARPM /perfect coronagraph error — - —
0.010 AN -

ad RMS)

0.010}

or (r

0.001 |~ RS —

0.001 |-

Downstream reconstruction error (rad RMS)

Upstream recon

10* 10° 108 107 10° 10t 10° 107 10°
Flux (ph.)

10°
Flux (ph.)

Figure 2. Aberrations upstreanp,(, left) and downstream ¢(;, right) the coronagraph : reconstruction error as a fumctib the
incoming flux. For comparisor% (cyan dashed line) and\} (magenta dashed line) theoretical behaviours are plo8etid red line :
image simulation with the perfect coronagraph model. gnil’mé line : image simulation with an ARPM

For simulated images using the perfect coronagraph modéd (sed line on figure?), the evolution of the recon-
struction error shows the two expected behaviours at low (tietector noise Iimited%()) and high flux (photon noise



limited (%f)). The perfect coronagraph model response to aberratsoresy close to the one of the ARPM, which is why
COFFEE is able to perform phase reconstructions using ARiRMIated images. However, because the image formation
model used for simulation (ARPM) is notidentical to the osediby COFFEE (perfect coronagraph), we have a threshold
error (let us call it model error), which is the ultimate limie can reach using the perfect coronagraph model. This mode
error can be clearly seen on Figize in the ARPM simulated images (solid blue line) case, botomnstruction errors
reach a saturation level (green doted-dashed lines) whi¢fP#®' = 4.5 10~3 rad RMS per modes WFE) for ¢,,.

3.2 Sensitivity to a diversity phase error

The diversity phaseq;, = adi* Z, + af’* Z5 has been defined in secti@®? as a mix of defocus and astigmatism. This
phasep,;, is one of the input COFFEE needs in order to perform phasevatr and thus requires to be calibrated. In
order to optimize the use of COFFEE, the impact of an errorumh & calibration must be studied. In this section, we
will consider that the phase diversity used to create therdity image is not perfectly known : coronagraphic simedat
diversity image will be computed with a diversity phagg, = daiv + derr, With ¢.. a randomly generated phase of
given WFE. COFFEE’s phase reconstruction will be done a®rsig that the diversity phase is equaldg,. Others
parameters of this simulation are gathered in Table

Simulation
images size 128 x 128 pixels
Sampling Shannon
bu : WFE 0.33 rad RMS
oq : WFE 0.13 rad RMS
Error on diversityp,... : WFE from0to0.1 rad RMS
Zernike basis used faf, and¢, simulation | 36 Zernike polynomials
noise none
COFFEE : phase retrieval
Zernike basis used faf, andg, reconstruction| 36 Zernike polynomials

Table 2. COFFEE: simulation parameters for the study of thar en diversity phase

In order to consider only the impact of an error on the diwgshase, coronagraphic simulated images are computed
using the perfect coronagraph, and not an ARPM model (tinesetis no model error in this simulation). In a realistic
case, we assume to have a good knowledge of the introducetbitivphase. Thus, we only consider here small WFE
(with respect tap;,,) for the errorgpe,...
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Figure 3. Error reconstructions upstream (solid red ling) downstream (solid blue line) the coronagraph as funstadfrthe error on
the diversity phase.

As expected, both reconstruction errors increase with tha en diversity¢.,.. WFE. In sectiorB8.1, we showed that
the ultimate limit of COFFEE lies in the use of the perfectawgraph model. Thus, a calibration of the diversity phase



which gives us a reconstruction error of the same level ohtbdel error™ %! will be accurate enough. Simulations show
that for any WFE, the model error &% of this WFE, which gives us the required accuracy level ofbzation for ¢4, .

3.3 Impact of aliasing on reconstruction error

Since the phase estimation is performed on a truncatedk&eaisis, we have to determine the size of such a basis,é.e. th
number of Zernike modes to be used for the phase reconstnud@n our bench, we are able to compensate for the first
15 Zernike modes. The estimation accuracy on thiésmodes will be limited by an aliasing error, which originatethe
impact of high order aberrations (not expandable on thecated basis) on the estimated Zernike mode. In order to eeduc
the error on thesé5 modes, it is necessary to estimate at least twice more Zemddes. Thus, we chose to estimate
Zernike modes to reconstruct both phases upstreamand downstreamy(;) the coronagraph.

The impact of the aliasing on the phase reconstruction haea lguantified by a realistic simulation, which aim is to
gives us the aliasing error value for our in-house bench: veasured the aberrating wavefront on our bench using a
commercial Hartmann-Shack wave-front sensor sold by Ine@ptic; then, we added to this measured wavefront a
random aberration expanded on the fit5tZernike modes. Using this wave-front, we compute coronalgaimages
using the perfect coronagraph model (no model error). Thenperform phases reconstruction 86 Zernike modes
with COFFEE. This simulation gives us the aliasing ergssing (Calculated using Ed3.1): for the first15 reconstructed
Zernike modeSsajiasing, = 1.4 102 rad RMS per modes ; for ths reconstructed modes&iiasing,, = 2.7 102 rad RMS

per modes.

4. LABORATORY DEMONSTRATION

In this section we present experimental validations of h@eagraphic phase diversity. These validations have tera
on the ONERA Adaptive Optics bench BOA, described in secfidn . Section4.2 describe an experimental way of
introducing calibrated static aberrations on the AO bemche measured with COFFEE. In sectiér3, we explains the
static aberrations measurement, while secfigtdetails the compensation process.

4.1 Experimental setup

Figure 4. Experimental Setup. Left : bench BOA. Right : scagarepresentation)/; : plane mirrors ;M P; : parabolic mirrors iL; :
lenses (doublets)3.S : beam splitter 7'M : Tip-Tilt mirror ; DM : Deformable mirror ;RRP M : coronagraphic phase mas®;:
prolate apodizer ; WFS : AO wave-front sensor

Figure4 shows the design of our in-house bench. The input beam,ezhiittm a fibred laser sourca & 635 nm) comes
through the prolate apodizdr, which is in a pupil plane conjugated with the entrance ppfahe ,). The beam is
reflected by the Tip-Tilt mirror'T'M) and then on the deformable mirrab(//, entrance pupilpD, = 40 mm, 6 x 6
actuators). The beam-splittésS send a fraction of the beam to the AO wave-front sensor (Shkgkmanns x 5 sub-
pupil matrix). On the other channel, the light is focusedocmRoddier & Roddier Phase Mask (RRPM), whose diameter
is drrpy = 18.1 pm (angular diameter i$.06 5~ A ) After coming trough the Lyot Stop planéy, with D; = 0.99D,,),

the beam is focused onto the came2ag( x 256 pixels images with an oversampling of a fac®r5, detector noise
oget = 1 €7). For faster computations, recorded images are re-sizéglRo 128 pixels images with an oversampling of a
factor1.375.



4.2 Introduction of calibrated aberrations

In order to evaluate COFFEE'’s estimation performances, aue [ntroduced on the bench calibrated aberrations using a
process described in this section. Let us consider an almy@hases.,; we want to introduce on BOA. Because thé/
introduce a phase using a finit number of actuatérs (), the introduced aberration will not match perfectly themahtion

ocal, as illustrated on figurd in the case of a pure spherical aberration.
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Figure 5. Introduction of calibrated aberration on BOA :&a$ a pure spherical aberration. Left : theoretical wawi(top) and DM
introduced wave-front (bottom). Right : correspondingridiee modes for the theoretical introduced aberration ¢sd line) and the
DM introduced aberration (dashed blue line).

Our aim is here to introduce, using thh&l, the closest aberration to the aberratiny;. Let ' be theD M influence
matrix; anyDM introduced aberration”" can be described as a set of actuator voltages” " = Fu). We are thus
looking for the setu.,; which solve the least-square problem:

Uear = AFGMIN|| Fu — dear || (4.1)

The solution of this problem can be written as:
Ucal = T¢cal (42)

With T the generalized inverse of matriX. Using the interaction matri¥), we can calculate the corresponding set of
slopess.q; (scat = Ducqr). This set of slopes can then be used to modify the AO loopeat® slopess. Thus, closing
the AO loop with the slopeser + s.q;, We introduce on the bench an aberratigy),” , which is the best fit 0., in the
least square sense.

We have also to consider that the bench BOA presents its olknawn static aberrationg®°* and¢2°* upstream and
downstream of the coronagraph (respectively). Thus, ifldieded aberrations.,; is introduced in the entrance pupil,
aberrations),, upstream of the coronagraph will be :

(bu = (bcarl + (bEOA (43)

In order to get rid of the unknown aberratigf°”, we perform a differential phase estimation :

1. We introduce the aberratiaf,; on the bench. A phas.}z,jr = bear + J)EOA is estimated using focused and diversi-
fied images recorded on the camera.
2. the opposite aberrationg,,, is then introduced. A phase, = —¢.q; + ¢594 is estimated.

3. The half-difference..; = ‘ﬁ% is our estimate 0.4



4.3 NCPA measurements

In order to take into account the DM action on the introduchese, aberration.,; are first estimated with classical
phase diversity (no phase mask in the coronagraphic foaakpt* This estimation gives us an accurate calibration of the
introduced aberration, which is then used to evaluate theracy of COFFEE’s introduced aberration estimation.

We give here the error budget for COFFEE’s aberrations ediom upstream of the coronagraph on BOA for an
introduced phase..; (WFE = 80 nm (0.80 rad RMS at\ = 635 nm) expanded on the firt Zernike modes:

o

Photon and detector noises errahsise = 1.6 1073 rad RMS per mode. This value has been calculated from simu-
lation presented in sectidhl

From simulations, we know that the model erroB% of WFE. Knowing this, we calculatgoge; = 1.1 102 rad
RMS per mode for WFE 0.8 rad RMS.

The diversity phase;, has been calibrated using classic phase diversity. Suchtanation have been performed
with an error 0f6.7 103 rad RMS. According to sectio®.2, such an error on the diversity phase leads to an error
€model = 5.0 1072 rad RMS per mode.

The presence of a resolved object, not included in our imagadtion model, will have an impact on phase esti-
mation. Since the coronagraph presence implies a non asiw@imaging model, it is complicated to accurately
quantifiy the error due to this parameter. The value we catedlcomes from a crude simulation, where we consider
the imaging system as convolutivgy = 1.4 10~2 rad RMS per mode.

Residual turbulent speckles, which originate in uncogédurbulent aberrations, are not included in the imag-
ing model. In order to measure the impact of these specklé@meconstruction, a large number of wave-fronts
have been successively recorded. From these aquisitiensaloulate a residual turbulent wave-front ere@f, =

2.0 1072 rad RMS per mode.

Aliasing error, which originate in high order aberratiorashbeen given in sectid®\3: €aiiasing,, = 2.7 10~2 rad
RMS per mode

Table3 gathers the error budget values.

Noise enoise= 1.6 103 rad RMS per mode
Model error €emodel = 1.0 10~2 rad RMS per mode
Error on diversity ediv = 5.0 1073 rad RMS per mode
Resolved object €obj = 1.4 1072 rad RMS per mode
Residual turbulence ewrb = 2.0 1072 rad RMS per mode
Aliasing €aliasing,, = 2-7 102 rad RMS per mode
Totalerror | e= />, ¢7 = 3.3102 rad RMS per modd

Table 3. COFFEE : error budget for the estimation of an atierr&xpanded on the firdb Zernike modes introduced on BOA.
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Figure 6. COFFEE : NCPA estimation. Estimation of a randoimisoduced phasé.., on BOA. Right : Zernike modes calibrated using
phase diversity (solid red line) and estimated by COFFEEHKed blue line). Left : focused (left) and diversified (rigbdronagraphic
images for an introduced aberratign,;, recorded from the camera (bottom) and computed (top) \mitrréconstructed aberrations.

At the convergence of the reconstruction, a very good maérhbe observed between the experimental images and
the ones computed for the estimated aberrations (figuleft). This results, in term, in a very good match between th
Zernike modes measured by COFFEE and the introduced dalibaderrations (figuré, right).

According to the error budget, the assumed reconstructian per mode for th&6 reconstruced modes is:

€simgg = \/Eglliasing;6 + 6t2urb + eﬁoise'i_ 6gbj + 6giv + 6%wdel =3.310"*rad RMS per mode (4.4)

From the experimental phase estimation presented in figjuke calculate a reconstruction error:

€exp,, = 3.1 107 % rad RMS per mode (4.5)

In section3.3, we gave the aliasing error for the firs6 Zernike mode:esim,., = 1.4 1072 rad RMS per mode.
Considering that the aliasing error is the main contributio the error budget, we assume that the others terms doesn’t
change with the size of the considered truncated Zernikis bakus, for the first5 Zernike modes, we calculate:

Esimys = \/egnasm% + €2 + Eroiset €abj + v T Emodel = 2-3 1077 rad RMS per mode (4.6)
Experimental phase estimation presented in fiuge/es us:

€exp,, = 2.3 107 % rad RMS per mode 4.7)

In both case (fot5 or 36 Zernike modes), our error budget gives us an accurate vathe global reconstruction error.
Knowing this, we will be able to use this budget to know theitiations of COFFEE and think of a way to minimize their
impact.

4.4 NCPA measurements and compensation

Lastly, the ability of COFFEE to compensate for the abesratiupstream of the coronagraph is experimented on BOA. As
we said previously, with our 6x6 DM, correction is limitedttee first15 Zernike modes. In order to demonstrate the ability
of COFFEE to be used in a closed loop, we introduce a set ofatimrs on theD M by modifying the reference slopes,
as described in sectich2 Then, we use the pseudo-closed loop (PCL) method desdridédrhis iterative process has
two stages: for the PCL iteration i:

1. Estimation of the aberraticzfit upstream the coronagraph
2. Correction of the current NCPA,; considering that’ = ¢'~! — gpcL¢!,, wheregpcy is the PCL gain.



Pseudo—closed loop : Variance
——

corrected Zernike mades (15) 6———=

estimated Zernike mades (36) o———= |4
0.8 Carrection : asymptote (error budget) — — - —

COFFEE measurment & compensation : iterations

Figure 7. PCL on the bench BOAHcL = 0.5) : variance of the residual static aberrations upstreancehenagraph for the6 COFFEE
estimated Zernike modes (solid red line) and tBhecorrected modes (solid blue line). The magenta dashedéjpesent the ultimate
performance we can reach according to the error budgetles$tad in sectiort.3

The correction and stabilisation of the NCPA variance carsd®n on figur&. One can note that the performance
assumed according to the error budget is not exactly reactigd is partly due to the performances of the AO system of
BOA. Indeed, with ou6 x 6 actuators DM, Zernike modes are not perfectly introducetherbench : this phenomenon
has been showed on figuse where we showed that a spherical aberration cannot bedintexrl without several others
Zernike modes. Thus, in the PCL process, when a phase islirdeal on the bench, we introduce some extra-aberrations
as well which originates in this phenomenon. We are curyemtirking on the precise quatification of this error term. A
demonstration of COFFEE’s abilities to significantly comgate for the aberrations upstream of the coronagraph would
involve a deformable mirror with a larger number of actuatffor a better compensation) and an improved estimation
method which would leads to a lower error budget. Still, vitirs first pseudo-closed loop, we show that COFFEE can be
used in an iterative process to minimize the variance of ttesp upstream of the coronagraph.

5. CONCLUSION

In this communication, we have presented a first experinh@atalation of our coronagraphic wave-front sensor called
COFFEE, which consists mainly in the extension of the phasgglty concept to a coronagraphic imaging system. From
the validation and performance assessment of COFFEE pessensectior8, we demonstrated that the two factors that
limit COFFEE’s phase estimation accuracy are currentlyrnttoglel error, which originate in the use of a coronagraphic
analytical model (evaluated in secti@j) and the aliasing error, due to high order aberrationsctvhre difficult to model

with a Zernike basis. From these simulations, we have etatha expected error on COFFEE’s phase estimation for our
in-house bench, which is= 3.3 nm RMS per mode 086 Zernike modes.

In section4, we have presented a first experimental validation of COFE&Rg an apodized Roddier & Roddier phase
mask. We have introduced calibrated aberrations upstrdaimeacoronagraph (NCPA), using the AO sub-system, and
estimated them with COFFEE. The accuracy we obtained ore testimation shows a very good match with our error
budget. Lastly, we used COFFEE in an iterative process tpenisate for aberrations upstream the coronagraph.

Several perspectives are currently considered to optiQREFEE : as we said previously, the error model is one limgitin
factor of our phase estimation. One of the improvements ohave-front sensor will thus consist in the development of a
more accurate imaging model. Such a model, which could decluresidual turbulent aberration, will ultimately allow u

to perform NCPA estimation on images from the sky. Altewlti, a simple model for the case where there is no residual
turbulence is obtained by propagating the electric fielddlgh each plane of the coronagraphic imaging system (figure
for an arbitrary focal plane coronagraphic mask; such a otktvhere no model error needs to be considered, can be used
for a laboratory calibration.

Besides, in order to minimize the impact of the aliasing eomthe phase reconstruction, we are implementing the phase
reconstruction on a pixel-wise map, more suitable thanmctated Zernike basis.
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APPENDIX A. IMPLEMENTATION DETAILS

COFFEE performs a phase estimation minimizing the critexidiose expression is given by equat®AQ Since the
estimation is done on a truncated Zernike base, there isedfoeregularization terms. Therefore, the criterion egsion
is :

J(f b, 6us $a) = J'(£,b bu, 6a) + T, b, 6us ba) (A.1)
With : | 2
T(f,b, bus da) = % fe — <f-hd*ZZ<<z>u, 6a) +b)
2 (A.2)
-d
Jd(f, b, du, pa) = % i, — (f-ha* hc(ﬁqf + Gdiv, Pd) + 1)

In order to estimate,, and¢,, we need both gradient%;]— and% : Considering the expression df we will derive
hereJ" only. Then, a trivial substitution gives the gradients egsions of/9. Let us write the numerical expression.gf

1
Jf(fvb): 52

n

i [n] — f-haln] % hen] — b|”

on[n]

(A.3)

With n the pixel position in the detector plaag.is the noise variance maps. The calculation will be don@¥dlig
Mugnier & al.® first, we calculate the gradient df with respect to the PSE.. :

aJt 1

oh. o2

[fha(f-haxhe —i)] (A.4)

Then, calculation consist in calculating the gradient ef #8Fh,.. with respect to phases, [k] and¢,[l] at pixelsk,
L in pupils upstream and downstream of the coronagraph (c#isply) and applying the chain rule, as it has already been
done in a non coronagraphic case in¥&f.

an - Ol 8Jf 877() 8Jf % 1 (9|n0|2 8Jf 2
Boull] 2(S(y [k|(TF (6 hc(‘lf - Uo‘l’d))>)[k] - R <6q§u[k] zn: 3 hc‘lf ‘1’d> + 2 0u K] zn: 3 hc|‘I’d| )
oJ aJ
oy = 230" = )T (3 v - o) i)
(A.5)
With & and® the imaginary and real part (respectively), and :
% = jP2eitu
$(fus ba) = Paed @400 W(g,,0q) = TR (1) (A-6)

Ya(da) = Pye? Wa(da) = TF(q)

Since we are expanding the phases on a Zernike basis, weheegdatlients offf with respect to the Zernike modes
a; of phasep,. These gradients are given by the expressfon:

aJ* aJ
5~ T e



Flux f and constant backgroumdare also analytically estimated during the minimizatioon€idering that :

A ) —i'[n] + fha[n]*hn] +b °

5 2 e (A.8)
We have : . .
aJ (ha[n] * ha[n [n])i.[n]
a7 =2 T R
o . ) " (A.9)
d t.|n
W fz e +b2n:0n[n] _zn:an[n]
Which gives us, in a matricial form :
(ha[n]xh.[n])? ha[n]xh.[n] (ha[n]xh.[n))i[n]
<Z” o Zen o ) (D B (Zn i) ) (A.10)
d|m|*nNc.|n ’LC n
Z'I‘L on[n] Zn on[n) Zn on[n]

A simple matrix inversion gives us the analytical estimatid the flux f and the backgroundfor each iteration.

APPENDIX B. TIP-TILT ESTIMATION DOWNSTREAM OF THE CORONAGRAPH

We realised that the tip-tilt downstream the coronagragfi¢ivrepresent the image position on the detector) couthgty
limit COFFEE’s performances. Indeed, we determine thaptiese estimation was accurate whehrad RMS< a; <

1 rad RMS, witha, the Zernike coefficient for tip or tilti(€ {2, 3}). Beyond this range, COFFEE is unable to properly
estimate both phases, and¢,. Such a phenomenon strongly limits COFFEE’s performanca b@nch, since its utilisa-
tion requires a restrictive location of the PSF on the detect

In order to get rid of this limitation, we have developed a glienand fast method in order to do an estimation of the
tip-tilt downstream the coronagraph, based on the diyemsiage. This image is created by adding a known aberration
baiv = afZy + adZ5 (ad = a@ = 0.8 rad RMS) to¢,. Since the amplitude of this aberration is important
(ophiy;,, = 113 nm RMS at\ = 635 nm), the speckles we have in the coronagraphic diversitgersinould mainly origi-
nate in these diversity aberrations. This is illustratedigare 8, where we show two diversity images : one computed with
randomly generated phasgs (WFE 0.3 rad RMS)and; (WFE 0.1 rad RMS), and another computed with no aberrations

other than the diversity ones.
.

Figure 8. Coronagraphic diversity images computed for arration¢., + ¢4:, Upstreamgp, downstream (left) and the only diversity
aberrationgp;, (right).

As one can see on figuB we can clearly identify the aberrations which originatéha diversityo,;,. The principle
of our method lies in the research of these well-known altierra (since we know the phasgg;, we introduce) in the
diversity imagei by comparing it with a theoretical diversity imag%h, calculated with no others aberrations than the
diversity ones :

igth = hd * h(:((bdi’ua ¢d = 0) (Bl)



The comparison oigth with % is performed using the method developed by Gratadour &’alhich consist in
minimizing the following criterion/rt

2
Zd(xm Yo) — g,h (xo; yo) * (5($0 — ;Yo — y)

/
n

JTT(m,y) = (B.2)

ag

Minimization of Jyt gives us the shiffx a7, yas]between both images. It is then possible to calculate thesponding
tip (a2) and tilt (a3) downstream the coronagraph knowing the image sampling

s
a2 = EJJM

s (B.3)
as = —Ym

2s

Finally, these estimated tip-tilt values are given to COERIS an input of the minimization, and are used as initialeslu
to begin phases reconstruction. Since |ma§§sandz are not the same, we will not have a very precise estimation. B
we know that COFFEE is able to perform an accurate phase segcation if the tip-tilt downstream of teh coronagraph is
known with a precision oft 1 rad RMS. Thus, a rough estimation of tip-tilt is far enouglyéd rid of this limitation, as
showed by the following simulation. Using the perfect cagraph model (no reconstruction error), we computed fatuse
and diversified coronagraphic images for randomly gendrpteases), and¢,. Besides, we add, ip,, a phasey”
expanded only on the tip-tilt Zernike modes, whose randge i 5] rad RMS. Then, COFFEE estimaté§ andq@d with
and without a preliminary tip-tilt downstream the coroneggn estimation.

o0 T T T T T T T T —— T s e e e I e e e
['| ¥——* COFFEE 7 || ¥——* COFFEE
| &———= COFFEE+TT down. estimation - ©————= COFFEE+TT down. estimation

o o
=) o

o
o
&

Upstream reconstruction error (rad RMS)
Downstream reconstruction error (rad RMS)

| | | | | ’ 1 1 | 1 1
-4 -2 0 2 4 -4 -2 0 2 4
Introduced Tip—Tilt downstream (rad RMS) Introduced Tip=Tilt downstream (rad RMS)

Figure 9. Error reconstruction upstream (left) and dowewstn (right) the coronagraph as a function of the Tip-Tilt detream of the
coronagraphuz, as. Solid red line : reconstruction error with COFFEE. Solidiblline : reconstruction error with COFFEE and a
preliminary tip-tilt downstream the coronagraph estiroati

On figure9, one can see that when the position of the PSF on the deteataknown (no preliminary tip-tilt estima-
tion), it is not possible to estimate a phase if the tip-tdtnhstream of the coronagraph is beyond the range 1] rad
RMS. The use of our tip-tilt preliminary estimation methodke the phase reconstruction accurate (reconstruction err
upstream and downstream the coronagraplaeel RMS per mode) for any tip-tilt value, and thus for any fiosiof the
coronagraphic image on the detector. This method uses belgiversity image and thus does not require any extra data
acquisition, and perform and fast preliminar estimatienl(second for 56 x 256 image) of the tip-tilt downstream the
coronagraph.
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