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ABSTRACT

This paper is devoted to the presentation of a teelnique of characterization of the Intra-Pixeh@tvity Variations
(IPSVs) of astronomical detectors. The IPSV is fpatial variation of the sensitivity within a pixahd it was
demonstrated that this variation can contributehte instrument global error. Then IPSV has not ¢oneglected
especially in the case of under-sampled instrumBatéigh quality imaging and accurate photomefrge common
approaches to measure the IPSV consist in detargithie pixel response function (PRF) by scanninggtital probe
through the detector. These approaches requiredpghure optics, high precision mechanical devimed are time
consuming. The original approach we will presenthiis paper consists in projecting high-resolutp@miodic patterns
onto the whole sensor without classic optics binigishe self-imaging property (the Talbot effect)aoContinuously
Self Imaging Grating (CSIG) illuminated by a plamave. This paper describes the test bench anesigml rules. The
methodology of the measurement is also presented.reasurement procedures are available: globalcaadl In the
global procedure, the mean PRF corresponding tomele Focal Plane Array (FPA) or a sub-area of FRA is
evaluated. The results obtained applying this piooe on e2v CCD 204 are presented and discusseetai. In the
local procedure, a CSIG is moved in front of eackelpand a pixel PRF is reconstructed by resolvihg inverse
problem. The local procedure is presented and adiby simulationsQolor images and figuresin online version)
Keywords: Intra-Pixel Sensitivity Variation, Pixel Respongenction, Talbot effect, CSIG, Modulation Transfer
Function, Bayesian algorithms

1. INTRODUCTION

To achieve wide field of view at an affordable ¢ostiny space-based instruments operate in an gadgrled mode. In
this condition, the sub-pixel sensitivity variationan have an important effect, which will be aeted for to obtain
good imagery and photometry. The impacts of thes&tions in sub-pixel scale have been observelariVide Field
Planetary Camera (WFPC) on the Hubble Space Telessbere the total flux in the stellar image canyJuay up to
0.03 mag in F555W WFC images depending on hownitpdad. For Near Infrared Camera #3 in WFPC, thesi&ations
are up to 0.39 mag and limit its use for stellaotpmetry [1]. Another example of the influence bétiIPSV has been
reported in the infrared Array Camera (IRAC) on Bitzer Space Telescope. The IRAC had been usetktsure
temporal variations (<1%) in point sources (such as transiting extrasolangts) at 3.6 and 4.5 pm. Variations of as
much as 8 % in sensitivity have been observed esehter of a source moves across a pixel with abspacecraft
pointing wobble and drift [2]. These examples shbat a detailed understanding of the detector mespes required for
the next space missions which aim at achieve wild-fmaging and accurate photometry.

It is the case of the next ESA space mission, Hudin overview of its capabilities can be foundhia Euclid Red Book
[3]). Euclid is designed to carry out both weaksieig and galaxy clustering cosmological measuresparging a
payload comprising a visible imager (VIS) and arriefiared spectrograph-imager (NIR). Both instrumseVIS and
NIR cover a field of view of 0.5 dégnd are undersampled due to the limited numbeietéctors in each FPA. Then
these instruments could be possibly affected bylB®V. That is why the IPSV must be precisely estdd and
corrected (if necessary) from the Euclid final ireag

Beyond the Euclid project, it is also importantntmtice that ESA now systematically requires the sneament of the
intrapixel sensitivity of detectors under developmerherefore, the purpose of this paper is to gmesin original
experimental technique for the characterizatioa Hrge range of astronomical detectors operatimg VIS to LWIR.

* Email : christian.ketchazo@cea.fr



In the following paragraphs, after a state of theofithe main techniques developed to addressstiiigect (section 2),
our technique is presented. The technique is dedifor the characterization of the visible and rinftared detectors
on a sub-pixel grid of 1/10 of a pixel. Section gents the design rules of our test bench. Théadetogies of
measurement are presented in detail in sectiord4henfirst experimental results and simulatioresdiscussed.

2. DESCRIPTION OF IPSV MEASUREMENT TECHNIQUES AND COMP ARISON

For the measurement of the IPSV, it is importantéfine the pixel response function (PRF) [4] whishthe signal
detected by a single pixel when it is illuminatgdabpoint source. Thus PRF is a spatial map of#msitivity across a
pixel, as well as information about the crosstakween pixels neighbor.

2.1 State of the art

The IPSV measurement can be realized either fragnagtronomical cameras in operation or in laboyalyr the
characterization of the detectors. In operatiordid@ns, the determination of the PRF involves eithg the camera by
a fraction of a pixel over a sequence of exposutes.then possible to observe how the structdrthe objects in the
image varies with respect to their positions on phel grid. The reconstructed PSF which is thevodution of the
optical PSF with the pixel response can be evalluateany desired fractional pixel location to gewtera table of
photometric corrections as a function of the reatPSF centroid [1] [2]. In laboratory conditiotise process consists
into the projection of an optical probe onto théedtor and the measurement of the response ofixiets pKavaldjiev
[5] scanned a front-illuminated CCD (FI-CCD) withsanall light beam (0.4 -0.5 um in diameter). Théypwed
difference in response between pixels. Pitermars¢éhned a back-illuminated CCD (BI-CCD) usinggatibeam with
1.7-3.1 pum FWHM and the bands B, V, | and a naroow at 470 um. They showed that the IPSVs are sreoand
less wavelength dependent compared with that fe€ED. They attributed the difference to the intéiacof the light
with the gate structures in FI devices. Toyozunhid€monstrated that the PRF also depends on thdaardjstribution
of the incoming photon (f/#). In the NIR range, Bar [8] and Biesiadzinski [9] developed a spotsjgntion system
“the spots-o-matic” to achieve a two —dimensiorasof pixels in a detector by simultaneously g the image of
160k small pinholes onto the detector and thenréngrthem over several pixels.

These different test benches require high quaptgcise and stable opto-mechanical devices. Thélgwof the
projected probes have to be known and controllegigely in order to be deconvolved from the meanergs. And
finally, these measurements are time consuming.

2.2 ONERA technique

The technique we present in this paper is baseth@r-ourier transform approach. The principle iptoject high-
resolution periodic patterns onto the whole senming the self-imaging property (known as the Talbifect) of a
continuously Self-Imaging grating (CSIG) illumindtby a plane wave [10]. The main advantage ofrttéshod is that
no optics is required to project the target.

Self-imaging principle is technique’s keystonebdssically consists in the faculty of a system tate an image without
optic components between the object and the imiageur experience, an “image” is defined by a diffion of the

waves arriving onto the object which then interferetheir recovery area. The obtained interferefielel presents

constructive interferences for which the distribatiof the field observed behind the object is rdpoed. ONERA

developed a new kind of diffracting objects, thel@S When illuminated by a plane wave, a CSIG poedua field

whose intensity profile (interferogram) is a proatign-and wavelength-invariant biperiodic arraypafyht spots (figure

1).



(a) CSIG (b) Waves diffracted (c) Theoretical image produced by
by the CSIG a CSIG (propagation-invariant)

Figure 1 - lllustration of (a) a CSIG, (b) the wawkffracted by the CSIG (blue arrows, whose exitiesirely on a circle), and (c) the
propagation invariant image produced by the CSIG

The interferogram excites discrete spatial freqieenwhich allow deducing sub-pixel information \tee modulation
transfer function. Spatial frequencies excitedly €SIG depends on two factor which will be usadtie design of the
component: the periody ®f the CSIG and), a dimensionless factor which traduce the numibbespatial frequencies
excited and their coordinates in the Fourier domain

In the context of the Euclid space mission, theppse of the technique is to estimate the MTF of aetectors at a
spatial frequency equal to 10 times the Nyquisfidency, i.e. 1/10 pixel. The third part of this pawill explain the
design rules for CSIG factorsg(@ndn) to obtain a component allowing reaching the @esiccuracy for the Euclid
mission.

2.3 Experimental protocol and technique’s limits

Current technique used in laborat@ljows obtaining a MTF for an average pixel cormegfing to an area of the
detector. The protocol consists in placing in frohthe detector to characterize a CSIG illumindigdh parallel beam.
Then, by an adapted algorithm (see section 4), lwtdke in account hypothesis on the pixel prof@§|G parameters
(apandn), and experimental parameters (pinhole diametdlinwator’s focal length, spectral emittance),stgossible to
deduce an estimation of the real pixel response.

However, the limits of this technique reside inutgbility to characterize a pixel-by-pixel respené solution has been
proposed by ONERA which will allow determining tlira-pixel response at the scale of the entirerimalhe
principle is to perform a micro-scan following XdarY axis on the matrix in order that each pixelssaecomplete
pattern of the interferogram. The reconstructiggpeathm will be applied to all the pixels simultansly so an intra-
pixel response will be deduce for the entire piralrix. The algorithm has been tested by simulation a square pixel
presenting a small defect at its centre.

3. DESIGN RULES OF THE TEST BENCH
In this Section, we present the general desigrsrolehe Modulation Transfert Function (MTF) teshbh and propose
a methodology to characterize the visible (VIS) aedr infrared (NIR) detectors on a suikel grid of 1/10 of a pixel.
3.1 General description of the Test bench

A light source illuminates a pinhole which is pldda the focal plane of a collimator that produegsarallel beam that
impinges the Continuously Self Imaging Grating (GBIThe grating produces a self-image (or intedeam) in the
detection plane. The CSIG is placed at a distarfcem the FPA. See Figure 2.
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Figure 2 Schematic view of the test bench.
3.2 What we have to measure

The final product of measurement is the intra piesponse, that can be seen as a point spreadbfuiieSF) of spatial
coordinates Xy) : PSki«(x,y). The Fourier transform of the PSF yields the {sxeptical transfer function (OTF) of
coordinates \,vy,) (spatial frequencies). The requirement is to meiree the PSF on a sub-pixel grid of pitchyid.
where Rq, is the sampling pitch of the focal plane array &hds an over-sampling factor. The extent of the-pixel
grid is of course spatially limited to a squaretygical size Kpen X Kpech (typically K=2 or 3), size of the pixel PSF
support.

Our methodology relies on a sampling of the OTRwéf apply the Nyquist-Shannon sampling theorem,sdmapling
pitch b of the OTF has to fulfill the following condition:

b::L

KPeh 1)

On a practical level, the sampling process of Of'Band limited at a cut-off frequeneythat corresponds in the space
domain to a sampling pitch 12 = pec/M. Thusv, has to verify the following condition:

M
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3.3 Choosing the CSIG

The CSIG is a two-dimensional diffracting gratidgdetailed description of CSIGs and of their prdjgsrcan be found
in [11] and [12]. In this subsection, we only rédahdamental features of CSIGs, which are direadgd to design the
MTF measurement test bench.

The CSIG excites a set of discrete spatial fregeenim the Fourier domain (Figure 3). All thesegfrencies are
contained in a circle of radiwg given by

|/(::2,7/8‘0 (3)

v¢ corresponds to the maximal spatial frequency witiah be measured with a CSIG with parameteanda,. By
choosing properly the period of the grating andoiientation with respect to the pixel lines of tthetector, aliased
spatial frequencies are folded onto frequencieswf amplitude, thus enabling MTF measurement bdyblyquist
frequency of the detector.
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Figure 3: Theoretical OTF of a CSIG. Each spotesponds to an excited spatial frequency in theiEBodomain

When varyingn, the number of orders diffracted by the CSIG clesndror aN-order CSIG, the number N' of spatial
frequencies of the CSIG's OTF (optical transfercfiom) is given by [13]:
2
N'= N_ +1

2 (@)
The OTF of the CSIG is composed by sparse deltetifums. To compensate for the sparse samplingeopikel OTF,
some regularization is needed in pixel OTF recamesivn. For our application of the pixel OTF measuent, we
consider that the searched OTF is continuous andeaecovered from sparsely sampled data witmgotation in the
Fourier domain.
As illustrated in Figure 3, the peaks of the CSIG®- are sparsely located on a regular grid ofpité. That is why
we define a mean pitch.b,given by [14]:

2
% (5)

As a consequence, if we want to correctly sammepikel OTF with a ratie/b given by Eq. 1 and Eq. 2, the minimum
number N' of peaks of the CSIG's OTF is given by:

v 2
N Imin = n(_cj
b (6)

Given these previous formulas, we design a CSIGHercharacterization of the e2v CCD-204 which 8GD similar
to the Euclid VIS detector [15] with a pixel pitofi 12 um. To reach the accuracy of the Euclid spaission, we fixed
the oversampling factor M at the value 12 and tkiere of the subpixel grid K at 3. The designed G $liffracts 48

orders and corresponds tp=y 9425. The CSIG period is equal tg=380 um and the maximal measurable spatial
frequency is equal ta. = 511 mn.

3.4 Choosing the diameter of the pinhole

The diameter of the pinholé has to be chosen with a great care because thelpisize can impact critically the final
image. For example, if the pinhole is too largeaffects the size of the projected pattern becéusduces in the final

image an additional and undesired filtering effeth a cut-off frequency,0, e - IN Order hands, if the pinhole is

too small, the signal-to-ratio would decrease. pinéiole diameter has to be chosen in such a waymha;, must be

higher thanv, so that the maximum frequency which can be measwitibdthis setup remains limited by the CSIG, and
not by the pinhole.
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Where, ®'=®.d/ f whered is the distance between the detector and the GBI de focal length. We measure

directly the distance on the test bench as31.4 mm and is 760 mm. By choosing =0.05 mm, then thg, ;e
=591 mnt".

3.5 Choosing the distance between the CSIG and the deter

The CSIGs are complex objects which cannot be naatwifed directly. However a good approximationhafsie objects
can be made with a binary-phase grating. Undergbobymatic light of spectral bandwidis\, there is a distance at
which the achromatic and propagation-invariantmegis reached. This distance Z is given as:

23,

Z= >
n-AA
Therefore we have to check on our test bench teatlistancel between the CSIG and the detector is greater Zhan

Our source is a Luxeon white LED wiftA=0.12 um then the panchromatization distance Z48 thm which is lower
than the distance , confirming that we reach on our test bench tte@matic and propagation-invariant regime.

8

3.6 Angular tolerance of a CSIG

In our setup, the CSIG is to be used under nornwdiénce. However, due to mechanical featuresnitbe used with a
small incident angle, and we have to check that disies not affect the measurement. A study of C8leker oblique
illumination [16] shows that the maximal inciderarggleo, of a beam illuminating a CSIG is given by:

1/2
g =2 1 ©)
¢ n(ZAdj

WhereA is the illumination wavelength. For incident argylgreater than, the pattern produced by the CSIG suffers
from off-axis aberrations (especially astigmatismhich artificially reduce the amplitude of excitegatial frequencies.
Under polychromatic illumination, we take the mimihvalue for the wavelength to determine We finda.= 1.3°. The
angular tolerance imposes the highest constraipuimtest bench. But in the present work, we doattress the test
bench alignment budget error in accordance wittpréormances of the mechanical components.

4. MEASUREMENT PROCEDURES AND DATA PROCESSING TECHNIQU ES

The measurements are based on the projectionigharésolution periodic pattern into the surfacetaf FPA using the
self-imaging property of a CSIG. Two measurementggdures are available: global and local.

4.1 Measurement procedures

In the global procedure, the mean PRF corresponding to the whole FPA sutaarea of the FPA is evaluated. The
procedure is based on the assumptions that apieds under study are identical. The techniqueetigped to process
the data is based on the Fourier domain and cernisit the reconstruction of the mean pixel profilesampling the
mean pixel transfer function (PTF). The procedarexplained hereinafter and the experimental resué discussed.

In thelocal procedure, a micro-scanning of the CSIG over at least ongioperiod is performed so that each pixel could
see at least a pattern of the interferogram aml possible to evaluate the PRF of each pixel lmcgssing the final
super-image delivered by each pixel. The micro-stanis performed following the two axis perpendics to the
propagation beam axis, and the sampling pitch dé&pem the accuracy required. The pixel profile séineated by
resolving the imagery inverse problem using a biayeapproach. This procedure is validated by sitrania.

In the global procedure, the images presented egeir@d with the CCD-204 while in the local proceziuthe
performances of the CCD-273 (the final Euclid VIiSattor) are considered for simulations.



A picture of our evaluation test bench is giverthat figure 4. The collimator is an off-axis pardabahirror, the CSIG is
in front of the CCD which is mounted inside theastat and cooled to 153 K to reduce the dark ctirren
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Figure 4: Picture of our test bench ]

4.2 Reconstruction of the PRF by sampling the PTF — thglobal procedure

The CSIG is a bi-periodic target. It excites adfaliscrete spatial frequencies in the Fourier doraad the input spatial
frequency spectruml n(v) can be written as a sum of discrete orders whaseponents DLN are the Fourier
coefficients of the projected periodic pattern:

In(u,0) = iD")NJ(//—yp,u—Uq) (10)

p.g==e0
here d is the Dirac function andi, anduqare the spatial frequencies.

During the image acquisition, the input spatiagfrency spectrum is multiplied by the PTF and regpéid at the

sampling frequency. By properly choosing the penbthe grating and its orientation with respecttad pixel lines of

the detector, aliased spatial frequencies are doteo frequencies of null amplitude, thus enab®ig- measurement
beyond the Nyquist frequency. Then during the mesmsant, the CSIG is canted by an arfyjle

p=+co

The image can be written in the Fourier domainom(y,u): ZDSUTJ(/j—ﬂp,U—Up), where D(p)UTare
p=—c0
extracted corresponding to tIDLN and the PTF is deduced from:
— ouT IN
PTF(u,v)=DS" /D; (11)

where the discrete spatial frequencigsand vy are given by:p.sirB/a, and ¢.co®/a,. And therefore, it appears

important, for the PTF computation, to determinecisely the values of the parametegsGaand the position of the
center of the CSIG, (xYo).

The image acquired by the CCD is shown in Fig % ithage is an addition of the bi-periodic projecpadtern of the
CSIG and the mirrors contributions. In the imadee mirrors contributions are constituted by dusid stripes. These
defects introduce non-homogeneities and blur thegen Nevertheless the long time illumination imagesent enough
contrast to perform the extraction of the Fourigeflicients and to compute the PRF.

The parametersa0 and the position (o) of the center of the CSIG pattern with respedhcenter of the image are
illustrated in Fig 6.



Figure 5. CSIG pattern acquired b the CCD-204x256 piX Figure 6 lllustration of @ 6 and %, and y. (Zoom in a portion of
image the image)

The figures 7 and 8 show the mean PRFs reconstrticien the mean pixel transfer function for two-26@56 piX
sub-areas of the CCD. The PRFs are plotted in toaomepresentation. The contour levels representistribution of
the pixel sensitivity. The levels values go from(the most outer) to 0.9 with the 0.5 contour mdrke bold. The
physical size of the 12 x 12 |frpixel is depicted by the red square.

The PRFs present an elongation in the x- and \ctiines. The observed asymmetry of the mean pixesigeity
function is more predominant outside the pixel [tslssize whereas inside the pixel the sensitigtgymmetric.

This behavior can be linked to the CCD effects,dadly the diffusion of the charges and the crd&sketween the
neighboring pixels. The difference of asymmetryimnd y-direction can be related to the presefichannel stop.
Therefore, the FWHM values differ with the consitédirection.

We also notice the difference in morphology betwt#entwo PRFs contour plots. This could be duéh&pgresence of
dusts in the initial images. These local defectoduce a low-frequency contribution to the datdaclitan be a non-
negligible source of errors.
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Figure 7: Pixel Response Function reconstructen fite zone 1 Figure 8: Pixel Response function reconstructethfiioe zone 2

In the perspectives section (section 5), we presemie solutions to improve the quality of the misreurface state.
4.3 Estimation of the pixel profile — the local procedue

The data processing method developed to evaluatemt of the pixel is based on the stochastic agprof the inverse
problem. Given an imageof an interferogram delivered by a pixetan be modelled as convolution betwéadghe PSF



of the CSIG and the PSF of the detector. The image is also naigy The idea of this method is to operate a
deconvolution scheme based on a bayesian appnehath takes into account the noisg in the image and theepriori
information on the object to be restorejl (

This data processing method will be presentedenfelowing paragraph, evaluated and validatediukations. The
validation will consist into a restoration of a eixprofile from a simulated interferogram image.eTinterferogram
image is produced by a direct model.

The direct model
A summary of the direct model principle is illuggd in the following figure:

Direct model
Comparison
Pixel profile
ideal
Image Estimated
CslIG or Interferogram - 5 A
binary processing pixel profile
Experimental
test bench

Figure 9: Direct model principle

The direct model produces an interferogram usiegalowing inputs:
e CSIG parametersr(, a0). The CSIG can be ideal or a binary approxonat
¢ Hypothesis on the pixel profile: In this model, thi@el is a square of size equal to the pixel pixthhe
detector and has a defect somewhere in the ar¢heo$quare and whose amplitude is a ratio of the
amplitude of the square pixel. The profile of thefatt can be either a small square or a GausstHitepr
with a full width at half maximum correspondingpgg{M. An illustration of a theoretical pixel profilis
given in Figure 4. This profile has a small defaicthe centre.
« Experimental parameters: pinhole diameter, collariatfocal length, light spectral emittance, distan
between the CSIG and the detector
The produced interferogram will then be treateddéd an estimated pixel profile. The result of thege processing
giving an estimated pixel profile is then compat@the theoretical pixel profile.

Interferogram and pixel profile simulations

The Point Spread Function (PSF) of the CSIG, obthifrom the binary maskn(=y/ 9425 and a0 = 38@n), is
calculated. The PSF is a polychromatic one takinig account the spectrum of the source (M625F1&bsrlFiber-
coupled source). Then, we convolve in the Fourgnain the PSF with the shape of the pixel and ti¢ghshape of the
image of the source in the focal plane. Finally, agd some noise on the interferogram. The evaluaiothe
radiometric budget of the test bench has demoestritat a SNR of 500 in the image is required tdopm the
calculations. The distance between the CSIG andebector is 10 mm. The image of the source isdecof diameter
@' equal to 1.3um. The pixel pitch of the interferograms isn.
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account in the direct model.

Leti the image of the CSIG (or interferogram) recordgdhe sensor, this image can be modelled as:

I =(h*o)0n (8)

whereh is the PSF of the CSI®,is the sought PSF of the detector, which is our object of interest for the probletn a
hand (callebbject in the following), and the symbd} represents a pixel-by-pixel operation. If the rdsadditive and

independent of the noiseless imdggo , then the symbok simply represents addition. The problem is to obtm
estimate 0 of the observed object o given the imageprecise knowledge of the CSIG's PSF h, as agesome prior
information on the noise statistics and on the dkjine sought detector PSF).

Following the Bayesian Maximum a Posteriori apphpdhe deconvolution problem can be stated asviolee look for
the most likely object given the observed imagad our prior information on, which is summarized by probability
density p0). This reads:

6 = argmax p(ofi) = argmax p(ilo) x p(o) 9)
Equivalently6 can be defined as the object that minimizes a comgariterion J§) defined as:

3(0) = 3,(0) + J,(0) (10)

here the negative log-likelihoogd=- In p(jo) is a measure of fidelity to the data

J™(0) = 22 (| [|(| m) - (@ Oh)(I, m)J? (11)

where o %(I,m) = o o’ + 0 gt is the sum of the photon noise and the detectisenariances. The varianaeget and
the variance map ph2 (I,m) can both be estimated from the image= 3 In p(0) is a regularization or penalty term. We
choose a Gaussian prior probability distribution tfee object. In this case, a reasonable modehefobject’'s power
spectral density (PSD) with only 3 parameters oarfooind [17] and used to derive the regularizatioterion §. The
noise is assumed to be approximately stationari wit as a variance. We use a maximum-likelihood appraach
estimate this 4 parameters (3 for the object and fam the noise) and then perform the restorationaifully
unsupervised way i.e. without having to tune amapeeter manually.

The criterion J (Eqg. (10)) is minimized numericaity obtain the MAP estimate for the objectThe minimization is
performed by a quasi-Newton method known as VMLMBB Variable Metric with Limited Memory and Boun{k3].
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Some reconstruction results are given in the fdalgwigures. The considered interferogram imagethe one delivered
by the direct model. The SNR is equal to 500: thage minimum, average and maximum values are regplgc349,
459 and 780 ADU, and the noise standard deviatidnd2.

The figure below shows, in false colours (with ttendard rainbow look-up table), the 36x36 cergretls of the true
object, of the noisy interferogram used as inputhef restoration, and of two restorations: the pesused Wiener
restoration, where the PSD has been estimated kiymaen likelihood but no constraint is used, and rib&toration with
unsupervised PSD estimation, positivity constrantl support constraint (36 pixels, i.e.u89. The latter is quite
satisfactory, as shown more quantitatively in tegtriwo figures.

4: Objet/Image/Wiener/DSP+pos +support (144x36, z=8)

Figure 12: From left to right: images (36x36 pixéls. 36x36um2) of the true object, the noisy interferogram ama restorations

The figure below shows a horizontal profile of ttrae object and the various restorations. Cleahg, positivity
constraint brings a dramatic improvement with respe the simple Wiener filter. And adding the sagpconstraint,
although the support is (on purpose) quite largehér improves the restoration (see the blue cusvéhe green one).
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Figure 13: Horizontal profiles of the true objentlavarious estimations.

The following figure shows the true object, thetoesd one, and 50 times the absolute value of iffierence, all with
the same dynamic range. The maximum error is thtiseoorder of 2% (2.4%), and is located at theteeaf the pixel;
the RMS error on the 36x36 support is well below (0%3%).
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6: Objet/Restauration DSP+pos+support / 50*abs(erreur) (108x36, z=8)

Figure 14: Images of true object, the restored and,50 times the absolute value of the differdfroen the left to the right). SNR =
500

5. PERSPECTIVES

The CEA approach is to use a single test bencletfmpn the Intrapixel characterization for all ttiéferent detectors
from the visible to the Mid Infrared range. So tqeal of the optical bench is to ensure the stgbditd the optical
quality required for the intrapixel measurementstmlarge spectral band coverage from 0.4 um tprh2The use of
mirrors, achromatic, is straightforward. The maximumechanical stability will be achieved by fixindl dhe
components, optics and detector, to the same mieathatructure, inside a cryostat. The cryostatiddne a DN630 in
Inox 304 with a Sumitomo type cryogenerator contgit by 2 stages delivering 5.4 W and 30 W respelgtiat 10 and
45 K.

The optical design is shown in Figure 12.

Fiber
passage

"Fr‘bﬁ /F.i!erswheef
Source S
-

. P
Pinholes wheel [P, 2
~ \[Li | ol Detector
Cryostat tg /
F,
M, / {
CSIG with

cryo-mechanism

Figure 15. Optical layout of the optical bench gldty CEA for intrapixel characterization of detestfrom the visible range to
the MID Infrared range.

The pinhole S is at the focus of the off-axis pat@bM,; mirror delivering a plane wavefront on the CSIG.i§ a
folding mirror for compactness purpose. To avoigrtiial emission straylight, the source is put oetsite cryostat, the
light being introduced through a fiber. The coupl®ff-axis parabolic mirrors, Pand B, in aluminium alloy, deliver an
achromatic image of the output of the fibart8 the pinhole S. At this level of the study thesigin is as flexible as
possible and a pinholes wheel and a mid-infrarkersi wheel are planned. All components will beefixo the same
mechanical structure. .

From our experience in the Mid Infrared instruménta we know that by manufacturing the mirrors as alsin
component with their mounting and by using the samagerial, aluminum alloy 6061 or 5083, as for dptical bench,
no setting is necessary when cooling down fronréloen temperature to the cryogenic temperature.iimeogeneity of
the shrinking, distance and power of the mirroegeethe pinhole at the off-axis parabolic mirrasus. To obtain a high
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quality surface state, the mirrors have to be #ekdiy laser post polishing technique after a déjposibf a nickel
coating.

According to the detector under study, the CSI@®,fther and the source will be changed without divagn the optical
setup. Table 1summarizes the sources and the fidech could be used.

Table 1. List of sources and fibers which will be usedading to the spectral band.

Band Sources Fibers
0.616 pm — 0.634 um Visible 1, M625F1 Thorlabs Fiteupled source
0.768 um — 0.793 um Visible 2, M780F1 Thorlabs Fiteupled source
1.02 um —1.08 um NIR 1, M1050F1 NIR-Silica fiber
1.40 pm — 1.50 pm NIR 2, LED 1450E Chalcogenideahnéd fiber (CIR)
1.78 um —1.93 um NIR 3, LED 1800H Chalcogenideahnéd fiber (CIR)
Mid IR [7 pm -11 pm] Heraeus Polycrystalline Infied fiber (PIR)

Thermal analysis will be performed to determinaie ¢ryogenic temperature required to make therméaston
negligible with respect to the detector noise.

6. CONCLUSION

We have presented an original technique for theaclerization of the intrapixel response of astroimal detectors.
This technique used a diffracting component, théGZ&nd consists in the projection of a bi-periogéattern onto the
detector without classic optics. We have desigmetinmanufactured a high-resolution CSIG to fulfiétrequirements of
astronomical missions. The component has beenrattginto an evaluation test bench and the chexiaations have
been carried in the visible range onto the e2v QOB- Our first measurement procedure consists th®
reconstruction of the mean PRF corresponding tedicdted sub-area of detector. The reconstructictheoPRF takes
in account the modulus and the phase of the pisahdfer function. The first result show that theameixel sensitivity
function is circular inside the physical size oé thixel and asymmetric outside the pixel. We attehtthis behavior to
the charge transfer inside the detector and thestatk between neighboring pixels.

We have developed a second procedure which corsigtsrform a X-Y micro-scan at the subpixel sdal®ugh the
FPA in order that each pixel sees an entire pati&nd then processing each image pixel (one-pertetferogram),
each pixel sensitivity can be estimated. The apmrdws been validated by simulations using a mebaseéd on the
Bayesian approach.

The next step will consist to develop a single kesich to perform IPSV characterization for alldypf detectors from
VIS to the NIR, by just changing the source and@i%G. For thermal and mechanical stabilities,tést bench will be
integrated inside a cryostat and the optical coreptswill be manufactured in the same material.

We have received the funding from the DIM-ACAYV attd LabEx P210, for the development of the testchefhis
test bench will be available around the mid-2015.
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