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ABSTRACT

This paper is dedicated to a new PSF reconstruction method based on a maximum likelihood approach (ML) which uses as well the telemetry data of the AO system (see Exposito et al. (2013)). This approach allows a joint-estimation of the covariance matrix of the mirror modes of the residual phase, the noise variance and the Fried parameter \(r_0\).

In this method, an estimate of the covariance between the parallel residual phase and the orthogonal phase is required. We developed a recursive approach taking into account the temporal effect of the AO-loop, so that this covariance only depends on the \(r_0\), the wind speed and some of the parameters of the system (the gain of the loop, the interaction matrix and the command matrix). With this estimation, the high bandwidth hypothesis is no longer required to reconstruct the PSF with a good accuracy.

We present the validation of the method and the results on numerical simulations (on a SCAO system) and show that our ML method allows an accurate estimation of the PSF in the case of a Shack-Hartmann (SH) wavefront sensor (WFS).
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1. INTRODUCTION

To get the best image quality from an optical system in terms of contrast, it is required to deconvolve the image from the point spread function (PSF). For this method to be effective, it is necessary that the optical transfer function (OTF) of the system telescope + atmospheric residuals is well characterized. The optimal situation is to have a nearby star in the isoplanatic field around the science target which provides a PSF with the same correction and the same conditions of turbulence. The OTF can also be obtained by observing separately, but close in time and space, a star with similar characteristics than the science target to get an estimate of the PSF consistent with the observation. Unfortunately, this situation requires a large amount of integration time for the PSF calibration.

PSF reconstruction is another solution. The AO loop measures continuously the state of the turbulence. It is then possible to use a method to reconstruct the OTF (or the PSF) of the residual atmosphere during the observation using data from real-time telemetry. The reconstruction is done in post-processing and does not require extra time.

Véran et al. (1997)\textsuperscript{2} developed the first method for PSF reconstruction and applied successfully the method to the PUEO system at CFHT. This method is based on a least-squares (LS) approach and requires an estimate of the noise variance and an estimate of the covariance of the aliasing on the mirror modes so as to unbias the covariance matrix of the modes. This method relies on the high bandwidth hypothesis and an accurate estimation of the noise variance. However, for a Shack-Hartmann (SH) wavefront sensor (WFS), the temporal sampling can be as low as 15 Hz and the noise variance estimation can be inaccurate and this can significantly impact
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the quality of the reconstruction. Various studies successfully applied the LS method using a bright natural
guide star (NGS) and a Shack-Hartmann (SH) wavefront sensor (WFS) (Harder & Chelli 2000; Jolissaint et
al. 2012). But the accuracy of this method is limited if the system is operating at low bandwidth. A second
method was recently developed using a maximum likelihood (ML) approach (Exposito et al. 2013). It was
successfully tested using a simple linear model for the SH measurements without noise and this paper presents
the improvement of the method using a model of the SH with diffraction. Our numerical simulations demonstrate
that the ML method allows an accurate PSF estimation when the adaptive optics system is operating either at
high or low temporal bandwidth and either at low or high photons level.

2. MODELS AND THEORETICAL APPROACH OF THE PSF RECONSTRUCTION

Let us define the pupil function of the telescope as:

\[ P(x) = \begin{cases} 1 & \text{if } \frac{d}{2} < |x| < \frac{D}{2} \\ 0 & \text{sinon} \end{cases} \]

with \( D \) its diameter and \( d \) the diameter of its central obscuration.

The electric field in the image plane \( \Psi_{\text{im}} \) is generally expressed as a function of the Fourier transform of the
electric field of the incident wave of the source \( \Psi(x) \):

\[
\Psi_{\text{im}}(\alpha) \propto \int P(x) \Psi(x) e^{-\frac{2\pi i}{\lambda} x \alpha} dx
\]

where \( \alpha \) is the coordinates vector in the image plane and \( x \) the coordinates vector in the pupil plane, and \( \lambda \)
the wavelength. The structure function of the residual phase is given by Roddier (1981):\(^5\) The structure function
of the phase is given by:

\[
D_{\Phi_e}(x, \rho) = \langle |\Phi_e(x) - \Phi_e(x + \rho)|^2 \rangle
\]

with \( \rho \) the vector of the separation in the pupil and \( \Phi_e \) the residual phase (i.e. corrected by the AO system).

The DM may compensate only for the mirror component of the turbulent phase. Thus the residual phase
has the same high-order component as the turbulent phase. \( \Phi_e(x) \) is then decomposed such as

\[
\Phi_e(x) = \Phi_{e\|}(x) + \Phi_{e\perp}(x).
\]

The stationary phase approximation Conan (1994)\(^6\) allows us to express the long exposure OTF as:

\[
< B(\rho) > \propto e^{-\frac{1}{2} \bar{D}_{\Phi_e}(\rho)} \frac{\int P(x)P(x + \rho)dx}{B_{\text{tel}}}.
\]

where \( \bar{D}_{\Phi_e}(\rho) \) is the structure function of the stationary residual phase and is given by:

\[
\bar{D}_{\Phi_e}(\rho) = \int \frac{P(x)P(x + \rho)D_{\Phi_e}(x, \rho)dx}{\int P(x)P(x + \rho)dx},
\]

\( B_{\text{atm}} \) is the atmospheric OTF and \( B_{\text{tel}} \) is the OTF of the telescope (i.e the autocorrelation of the pupil function).
Several study show that the stationary phase approximation has a minor impact on the PSF reconstruction
process (Vérán et al. 1997,\(^2\) Exposito et al. 2012\(^7\)). We assume hereafter the validity of the approximation.

Using Eq. 3, \( \bar{D}_{\Phi_e}(\rho) \) can be written as:

\[
\bar{D}_{\Phi_e}(\rho) = \bar{D}_{\Phi_e\|}(\rho) + \bar{D}_{\Phi_e\perp}(\rho) + 2\Gamma_e(\rho),
\]

\[
\Gamma_e(\rho) = \frac{\int P(x)P(x + \rho)\langle \Phi_{e\|}(x) - \Phi_{e\|}(x + \rho)\rangle\langle \Phi_{e\perp}(x) - \Phi_{e\perp}(x + \rho) \rangle dx}{\int P(x)P(x + \rho)dx}
\]
Simulations show that the cross term $\Gamma_{\varepsilon}(\rho)$ as no effect in the PSF reconstruction process (Véarn et al. 1997\textsuperscript{2} Exposito et al. 2012\textsuperscript{7}). In the followings, this term will be considered as negligible.

The stationary structure function of the parallel phase $\bar{D}_{\varepsilon\parallel}(\rho)$ can be expressed with the covariance matrix of the modes as described in Gendron et al. (2006):

$$
\bar{D}_{\varepsilon\parallel}(\rho) = \sum_{i=1}^{N} \Lambda_{ii} V_{ii}(\rho),
$$

with $\Lambda$ the eigenvalues matrix of $C_{\varepsilon\parallel}$, the covariance matrix of the modes, such as $C_{\varepsilon\parallel} = U \Lambda V^t$, $N$ is the number of the mirror modes, and,

$$
V_{ii}(\rho) = \int P(x)P(x+\rho)[M_i'(x) - M_i'(x+\rho)][M_i'(x) - M_i'(x+\rho)] dx, \quad (9)
$$

with $M' = MV$, the new mirror modes on which $C_{\varepsilon\parallel}$ is diagonal and $M$ the original mirror modes.

The long exposure PSF is then given by:

$$
< K(\alpha) > = F^{-1} [ < B(\rho) > ], \quad (10)
$$

$$
< B(\rho) > = e^{-\frac{1}{2} \bar{D}_{\varepsilon\parallel}(\rho)} \times e^{-\frac{1}{2} \bar{D}_{\varepsilon\perp}(\rho)} \times B_{tel}. \quad (11)
$$

$\bar{D}_{\varepsilon\perp}(\rho)$ is the structure function of the high-order turbulent phase not corrected by the DM. This component can be computed once for all by simulations for a given system and for a $D/r_0 = 1$ then scaled for a given $r_0$. In brief, to estimate the AO PSF, the knowledge of $C_{\varepsilon\parallel}$ is crucial. The first method was developed by Véarn et al. (1997).\textsuperscript{2} This method is based on a least-squares estimation of $C_{\varepsilon\parallel}$ using the measurements provided by the WFS and successfully tested on PUEO/CFHT. However, a large temporal bandwidth of the system is necessary for the estimation to be accurate such as PUEO, a curvature WFS system running at 1 kHz. Moreover, the measurements are perturbed by the noise and the aliasing caused by the spatial sampling of the WFS. Thus, the noise must be measured to unbias the covariance matrix, and the covariance matrix of the aliasing must be simulated to be unbiased from $C_{\varepsilon\parallel}$. The latter is dependent of the high frequency phase and thus dependent of an estimation of $r_0$. Previous works applied this method to a Shack-Hartmann WFS (Harder & Chelli 2000\textsuperscript{3}; Jolissaint et al. 2012\textsuperscript{4}). However, SH WFS are able to run at frequencies as low as 15 Hz. In this case, the bandwidth of the system is not large enough to ensure an accurate estimation of $C_{\varepsilon\parallel}$ using the LS method. Subsequently we present the new method developed, using a maximum likelihood approach, allowing us a accurate estimation of $C_{\varepsilon\parallel}$.

3. THE MAXIMUM LIKELIHOOD APPROACH

The maximum likelihood estimation is based on the notion of plausibility of a given set of observations with respect to a model of the measurements:

$$
w = D \varepsilon + n, \quad (12)
$$

with $w$ the vector of instant measurements given by the WFS, $D$ the interaction matrix describing the linear behavior of the WFS, $\varepsilon$ the vector of decomposition of the phase on the modes of the phase and $n$ the vector of instant noise on the measurements. The noise is explicitly taken into account in this equation. The effects of the aliasing in the measurements is taken into account by considering a large amount of modes in the interaction matrix $D$. The interaction matrix is built by recording the response of the WFS to a mirror mode. In this approach, we extend the number of modes to include in the interaction matrix the theoretical response from the WFS to higher order than the mirror modes so that the aliasing is explicitly taken into account in the measurements.
$w$ is a random variable following the normal distribution with zero mean. The probability density function is given by:

$$ f(w) = \frac{1}{(2\pi)^{\frac{N}{2}} |\text{det}(C_w)|^{\frac{1}{2}}} \exp\left[-\frac{1}{2} w^t C_w^{-1} w\right] $$

(13)

Following the model given Eq. 12, the covariance of the measurements is given by:

$$ C_w = <ww^t> = DC_z D^t + C_n $$

(14)

The likelihood function associated to the probability density function is defined as:

$$ L(w|C_z, \sigma_n^2) = \frac{1}{(2\pi)^{\frac{N}{2}} |\text{det}(C_w)|^{\frac{1}{2}}} \exp\left[-\frac{1}{2} w^t C_w^{-1} w\right] $$

(15)

Moreover, assuming the independency of each vector in the temporal sample, the likelihood is given by:

$$ L(w_i|C_z, \sigma_n^2) = \frac{1}{(2\pi)^{\frac{N}{2}} |\text{det}(C_w)|^{\frac{1}{2}}} \prod_{i=1}^{n} \exp\left[-\frac{1}{2} w_i^t C_w^{-1} w_i\right] $$

(16)

where $n$ is the number of vectors of measurements of the series and $i$ is the iteration at which the measurement vector $w$ was acquired. Of course, the measurements are not strictly statistically independent. Correction of the AO system being partial, measurement at iteration $i$ is dependent on the measurement at iteration $i?1$. However, the correction strongly attenuates low spatial and temporal frequencies of the phase which, in the case of the frozen phase, reduces the correlation time. Therefore, between two successive iterations, there is no statistical independence between two vectors of measurements, although the dependence is low, but between iteration $i$ and $i + 2$, the correlation is very low. The likelihood function given above is a valid approximation. This function can be modified if necessary to take into account the statistical dependence. We aim to maximize the probability of obtaining the covariance of the measurements relative to the elements of $C_z$, $\sigma_n^2$ et $r_0$. That is to minimize (using an algorithm minimizing multivariate functions):

$$ J(C_z, \sigma_n^2) = - \ln(L) = \frac{nN}{2} \ln(2\pi) + \frac{n}{2} \ln |\text{det}(C_w)| $$

$$ + \frac{1}{2} \sum_{i=1}^{n} w_i^t C_w^{-1} w_i $$

$$ = \frac{nN}{2} \ln(2\pi) + \frac{n}{2} \ln |\text{det}[DC_z D^t + C_n]| $$

$$ + \frac{1}{2} \sum_{i=1}^{n} w_i^t (DC_z D^t + C_n)^{-1} w_i $$

$$ \Rightarrow J(C_z, \sigma_n^2) \propto N \ln(2\pi) + \ln |\text{det}(C_w)| $$

$$ + \text{Tr}[(DC_z D^t + C_n)^{-1} C_w]. $$

(17)

Finally, we chose to model the variance of the noise with 1 scaling parameter given the relative noise level per subaperture ($C_{rel}^n$) such as:

$$ C_n = \alpha C_{rel}^n $$

(18)

Moreover, $C_{rel}^n$ is adjusted so that wheather $\alpha = 1$, $C_n = C_{rel}^n$. So, $\alpha$ is a direct measure of the relative error on the noise estimation in our simulations.
3.1 The cross term and the large bandwidth approximation

One of the limitations of the LS method is the large bandwidth approximation. The approximation consists in simplifying the coupling terms between the residual parallel phase and the aliasing term in the mirror. This approximation is verified for a system operating at high frequency such as PUEO but a SH WFS is able to operate at a frequency as low as 15 Hz, such as NaCo/VLT, and the approximation is no more verified. In the ML method, this term is explicitly taken into account through the term $C_{\parallel \perp} = \langle \varepsilon \parallel \varepsilon \perp ^t \rangle$ and a recursive method was developed in Exposito et al. (2013) to compute this term with a good precision. The ML method for PSF reconstruction is thus robust even at low frequency of the loop.

3.2 Modal basis

The choice of the modal basis is essential in this approach. Our aim is to estimate the covariance matrix of the modes of the phase which minimizes the likelihood criterion. A limited number of parameters to estimate is required in any method of minimization. We must find a modal basis which reduces the number of elements in $C_{\varepsilon}$.

We chose to place this work in the context of the Canary demonstrator in its single conjugated adaptive optics (SCAO) configuration where about 30 modes are corrected by the deformable mirror. For the simulation purpose, we describe the turbulence on the 200 first Karhunen-Loève (KL) modes which are orthonormal and statistically independent. We consider that the deformable mirror is able to compensate for the first 30 modes. Thus for the modes 31 to 200, the matrix $C_{\varepsilon}$ is a diagonal matrix.

3.3 The covariance matrix of the modes $C_{\varepsilon}$

The simulated phase, at each iteration, is decomposed on the basis of atmospheric KL thanks to the projector (in the least squares sense) from the phase to the modes, defined as,

$$\Phi_{\varepsilon} = K\varepsilon,$$

(19)

$$K^+ = (K^t K)^{-1} K^t$$

(20)

where $K$ is the matrix defining the surfaces of the modes, such that,

$$K^t \Phi_{\varepsilon} = (K^t K)^{-1} K^t (K \varepsilon) = \varepsilon.$$

(21)

The vector $\varepsilon$ is the vector of the coefficients of the decomposition of the phase ($\Phi_{\varepsilon}$) on the KL. The covariance matrix is then defined such that

$$C_{\varepsilon} = \langle \varepsilon^t \varepsilon \rangle.$$

(22)

This matrix is represented in part on the figure 1. It is divided into four quadrants, limited by the number of corrected modes (30 modes):

- $C_{\perp}$: this term represents the correlations between modes of high order non-corrected by the mirror. The KL modes are statistically independent, the covariance matrix is diagonal. Assuming a Kolmogorov phase, the covariance of these modes depends only on the parameter $r_0$. This term can then be calculated once and for all by simulation assuming a $D/r_0 = 1$ and then infer the covariance for a particular case:

$$C_{\perp} \bigg|_{r_0 = 1} = C_{\perp} \bigg|_{r_0 = \frac{D}{r_0}} \times \left(\frac{D}{r_0}\right)^{5/3},$$

(23)

- $C_{\parallel \perp}$: In the presence of the correction, correlations between modes appear. In the mirror space, the covariance matrix is not diagonal. These terms are contained in the subspace generated by mirror modes an contain thereby the residual parallel component, the aliasing in the measurements wrongly reconstructed with the mirror and the propagation of noise on the mirror. Furthermore, they depend of the correction provided by the system. These are the terms that the method is primarily intended to estimate.
Figure 1. Covariance matrix of the first 100 KL modes showing the four quadrants. The complete matrix contains 200 modes.

- $C_{\varepsilon \perp \parallel}$: the cross term is the coupling between the modes of high spatial frequencies and modes of the mirror space (corrected) in the covariance matrix of the modes. Out of correction, these terms should be zero because the orthogonal phase is statistically independent of the parallel phase. However, because of the high spatial frequency aliased on the sensor, erroneous commands are sent to the DM that introduces low spatial frequencies in phase. For the estimation of $C_{\varepsilon \parallel}$ it is mandatory to have an estimation of the terms $C_{\varepsilon \parallel \perp}$ because the aliasing has a strong impact on the high orders of $C_{\varepsilon \parallel}$ and therefore the covariance measurements. This term can be computed with a recursive approach such as describe in Exposito et al. (2013).

- $C_{\varepsilon \parallel \perp}$ is the transposed matrix of $C_{\varepsilon \parallel \perp}$: and has the same properties.

In Exposito et al. (2013) we have demonstrated that the cross term can be fully computed using turbulence spatial and temporal covariance matrices on the KL modes. These covariance matrices only depend on $r_0$ and wind speed considering the Kolmogorov and Taylor models. But in the present paper, we will use the numerical simulation to determine the cross term.

3.4 Parameter space

The matrix $C_{\varepsilon}$ consists in 200x200 elements and is symmetrical. Only one parameter is necessary to estimate $C_{\varepsilon \perp}$ and $C_{\varepsilon \parallel \perp}$: $r_0$.

However, each non redundant element of $C_{\varepsilon \parallel}$ have to be estimated, including the noise variance, to minimize the ML criterion. Thus, the parameter space consists in 1 parameter ($r_0$) to scale $C_{\varepsilon \perp}$ and $C_{\varepsilon \parallel \perp}$, 1 parameter to scale the noise variance (Eq. 18) and $N(N+1)/2 = 465$ with $N = 30$ mirror modes which corresponds to $C_{\varepsilon \parallel}$. Hence, the total number of parameters is 467.

We use a Minimum Variance Bounds (Nocedal 1980) algorithm to minimize the criterion

In brief, the parameters used to minimize the criterion are:
• $r_0$, acting on $C_{\varepsilon \perp}$ and $C_{\varepsilon \parallel} / C_{\varepsilon \perp}$,
• $C_{\varepsilon \parallel ij}$, the covariances of the parallel modes,
• $\alpha$, the scaling factor of the noise variance,

The constants used are:

• $C_{\varepsilon \perp} \bigg|_{\frac{D}{r_0}=1}$ which is scaled with respect to $r_0$ (Eq. 23),
• $C_w$, the covariance matrix of the on-sky measurements,
• $C_{\varepsilon \parallel}$ which is scaled with respect to $r_0$ and $C_{\varepsilon \parallel ii}$, the variances of the parallel modes,
• and the system matrices: $D_\infty$, $M$, $D^\dagger$.

4. MODEL TUNING

![Graphs showing covariance matrix of measurements versus model](image)

Figure 2. Covariance matrix of the measurements versus model of measurements with and without taking into account the centroid gain in the interaction matrix, respectively on top and bottom. **Left**: the NGS is at magnitude 0 and the loop is operating at 150 Hz, **middle**: the NGS is at magnitude 12 and the loop is operating at 150 Hz and **right**: NGS at magnitude 12 and the loop is operating at 15 Hz.

The maximum likelihood estimation is based on the notion of plausibility of a given set of observations with respect to a model. The model of measurements must be as representative as possible of the real measurements. In order to assess the validity of the model, all the values of $C_w$ can be represented as a function of the corresponding values of the model (Eq. 12). Doing so, we obtain the scatter plot on top of Fig. 2. It shows that
the calibration method of \( D \) used in the simulation is not fully representative of the on-sky measurements because speckles on-sky are opposed to the ideal calibration source. This error introduces a gain of which the model has to be compensated to provide a high fidelity representation of the measurements. This gain is equivalent to a centroid gain (CG) which can be estimated on sky as describe in Gratadour & Rigaut (2007).

In this work, we determine the CG by a linear regression between the measurements and the model of SH, as shows in Fig. 3. We then compensate the centroid gain, subaperture by subaperture, from the interaction matrix. We present in the bottom of the Fig. 2 the results of the compensation on the model of measurements. We can clearly see that taking into account the CG provides a more accurate model. At 15 Hz, we can note that taking into account the centroid gain has a weak impact on the model.

5. SIMULATIONS

This work is placed in the context of the Canary project (Gendron et al. 2011) installed at William Herschel Telescope. Canary is working in open loop but it can also work in SCAO. The simulation was configured to simulate the closed loop system. The detail of the simulation parameters are presented in the table. 1

The simulated system is composed of a WFS Shack-Hartmann 7x7 subapertures observing at a wavelength of 589 nm. The deformable mirror is capable of reproducing the first thirty Karhunen-Loève atmospheric modes. The telescope has a diameter of 4.2 m and a central obstruction of 1.20 m or 0.286 in fraction of the pupil diameter.

This system observes a natural guide star on the axis, subject to a turbulent layer with a \( r_0 = 0.12 \) m and a wind speed of 10 m s\(^{-1}\). For these tests, the phase is filtered of very high order modes. Thus, the phase is a linear combination of 200 KL. Phase screens are infinite size as described in Assémat et al.(2006) to avoid cyclic redundancy in measurements.

Concerning the loop, the simulated system operates at a frequency of 150 Hz (maximum) with a gain \( g = 0.4 \) for 5000 iterations (a time comparable to a real observation exposures). These parameters can be varied to estimate the performance of the ML method based on the bandwidth of the system. The frame delay parameter is set to 0 in the simulation but Yao considers that there is a basic frame delay between the analysis and the application of the commands to the deformable mirror. Hence, the overall frame delay is 1.

At the end of the simulation, it retrieves the data (\( w \)), the commands send to the DM (\( V \)) and the differential commands (\( \Delta V \)) at each iteration, and the average PSF.

Yao has been modified so that it can also output the turbulent phase \( a \) at each iteration, the decomposition of the residual phase \( \varepsilon \) and the aliasing on measurements(by injecting the high-order phase in the WFS during the simulation). This allows us to get all the variables necessary to perform our tests.
Table 1. Table of the parameters of the simulations. The hacked parameters correspond to modifications added in Yao for this work.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Atmosphere</strong></td>
<td></td>
</tr>
<tr>
<td>Wind speed</td>
<td>7.5 m s$^{-1}$</td>
</tr>
<tr>
<td>Altitude of the turbulent layer</td>
<td>0 m</td>
</tr>
<tr>
<td><strong>WFS</strong></td>
<td></td>
</tr>
<tr>
<td>Type</td>
<td>diffraction SH</td>
</tr>
<tr>
<td>Wavelength</td>
<td>0.589 µm</td>
</tr>
<tr>
<td>Number of subapertures</td>
<td>7x7 (36 lightened)</td>
</tr>
<tr>
<td>Pixel size on sky</td>
<td>0.3&quot;</td>
</tr>
<tr>
<td>Noise</td>
<td>Photon noise only</td>
</tr>
<tr>
<td><strong>DM</strong></td>
<td></td>
</tr>
<tr>
<td>Type</td>
<td>KL</td>
</tr>
<tr>
<td>Number of mirror modes</td>
<td>30 (including tip-tilt)</td>
</tr>
<tr>
<td><strong>Telescope</strong></td>
<td></td>
</tr>
<tr>
<td>Diameter</td>
<td>4.2 m</td>
</tr>
<tr>
<td>Central obscuration</td>
<td>0.25</td>
</tr>
<tr>
<td>Imaging wavelength</td>
<td>1.65 µm</td>
</tr>
<tr>
<td><strong>Loop</strong></td>
<td></td>
</tr>
<tr>
<td>Frequency of the loop</td>
<td>150–15 Hz</td>
</tr>
<tr>
<td>Number of iterations</td>
<td>5000</td>
</tr>
<tr>
<td>Yao frame delay</td>
<td>0 (equivalent 1 frame)</td>
</tr>
<tr>
<td><strong>Yao outputs</strong></td>
<td></td>
</tr>
<tr>
<td>$w$</td>
<td>-</td>
</tr>
<tr>
<td>$V$</td>
<td>-</td>
</tr>
<tr>
<td>$\Delta V$</td>
<td>-</td>
</tr>
<tr>
<td>$D$</td>
<td>-</td>
</tr>
<tr>
<td>Average PSF</td>
<td>-</td>
</tr>
<tr>
<td>Command matrix</td>
<td>-</td>
</tr>
<tr>
<td><strong>Hacked outputs</strong></td>
<td></td>
</tr>
<tr>
<td>$a$</td>
<td>-</td>
</tr>
<tr>
<td>$\varepsilon$</td>
<td>-</td>
</tr>
<tr>
<td>$D_{\Phi \perp}$</td>
<td>-</td>
</tr>
</tbody>
</table>

6. PSF RECONSTRUCTION RESULTS

We simulate an observation with the parameters described in Tab. 1. This simulation gives us the measurements vectors $w$ and the on-sky PSF. We also recover the simulated covariance matrix of the modes $C_\varepsilon$.

Following this, we perform a second simulation using different screens of phase, but with the same $r_0$. This method requires constants presented in subsec. 3.4. With this second simulation, we extract $C_{\varepsilon \parallel \perp}$ and $C_{\varepsilon \perp}$ of the residual phase normalized at $D/r_0 = 1$.

We also extract the first guess for the minimization process from the second simulation.

Then, we estimate with the ML method the covariance matrix of the modes $C_{\varepsilon}^{ML}$ by minimizing the criterion with respect to the measurements provided by the first simulation.

Finally, we reconstruct the PSF using the latter covariance and we compare it with the on-sky PSF and the PSF reconstructed with the hacked covariance matrix of the modes $C_{\varepsilon}^{exact}$ from the first simulation (i.e. synchronized with the observation). Thus, the difference between the on-sky PSF and the latter is mainly the convergence error and the effects of the different approximations. The convergence error with 5000 iteration is about 0.01 on the OTF.

We present results on three cases: one case with a NGS at magnitude 0 so that the noise on the measurements is negligible and a loop operating at 150 Hz, one case with a NGS at magnitude 12 leading to a noise level at $\sim$200 µm RMS and a loop at 150 Hz, and one case with a NGS at magnitude 12 but a low frequency loop, i.e. 15 Hz, leading to small temporal bandwidth.
For each result, we show the X-cut and the Y-cut of the PSFs as well as the OTF. In black, we show the on-sky PSF, in red the ML estimated PSF and in green the PSF reconstructed using $C^\text{exact}_\epsilon$. In dashed lines, we show the corresponding residuals i.e. the absolute difference between the on-sky PSF and the reconstructed. We also show the corresponding images, the on-sky PSF in the left, the ML estimated in the middle and the PSF reconstructed using $C^\text{exact}_\epsilon$ in the right and the corresponding residuals in the bottom i.e. the absolute difference between the on-sky PSF and the reconstructed.

6.1 NGS at magnitude 0 and loop at 150 Hz

With a NGS at magnitude 0, the signal-to-noise ratio in each subaperture is extremely high. The only limitations on the performances of the AO is the fitting error and the aliasing. In this case only, we set the parameter $\alpha = 0$ so that the noise is not taken into account in the minimization of the ML criterion. Result on the reconstruction is presented on Fig. 4. We find an estimated $r_0 = 11.80$ cm, compared to the 12 cm simulated. The on-sky Strehl ratio is $\text{SR}_{\text{on-sky}} = 45.6\%$, the ML estimated $\text{SR}_{\text{ML}} = 42.5\%$ and the Strehl ratio find by using the matrix $C^\text{exact}_\epsilon$ in the reconstruction process is $\text{SR}^\text{exact} = 44.7\%$.

The PSF is estimated with a fairly good precision as shown in Fig. 4. The rings and the wings are well reproduced as well as the global shape of the PSF in the images.

However, it exists a residual error of about 3\% on the SR estimation. This error is not caused by the error on the estimated $r_0$ (i.e. an error of 0.2 cm) or by the approximation $\alpha = 0$ corresponding to a non-noisy SH. This error is caused by a local minimum of the criterion which stops the convergence of the minimization.

6.2 NGS at magnitude 12 and loop at 150 Hz

For this case, the noise is no more negligible and is taken into account. We estimate the Fried parameter at $r_0 = 12.20$ cm and the noise is 3.35\% over-estimated. Withal, the PSF is fairly accurate. Such as the first case, the rings and the wings are well reproduced as well as the global shape of the PSF in the images. The error on the Strehl ratio is close to the convergence error. The on-sky Strehl ratio is $\text{SR}_{\text{on-sky}} = 40.7\%$, the ML estimated $\text{SR}_{\text{ML}} = 39.4\%$ and the Strehl ratio find by using the matrix $C^\text{exact}_\epsilon$ in the reconstruction process is $\text{SR}^\text{exact} = 39.9\%$. The results are presented in Fig. 5.

6.3 NGS at magnitude 12 and loop at 15 Hz

With a frequency of 15 Hz, the correction performances are close to the atmospheric conditions. However, we obtain with the ML method a really good accuracy on the reconstruction. We estimate the Fried parameter at $r_0 = 12.80$ cm and the noise is 24.7\% under-estimated.

Since the variance of the turbulence is high because of the low frequency of the loop, the variance of the noise on the measurements is negligible. Thus, the important error found on the noise estimation is weak compared to the turbulent measurements. The on-sky Strehl ratio is $\text{SR}_{\text{on-sky}} = 2.89\%$, the ML estimated $\text{SR}_{\text{ML}} = 2.85\%$ and the Strehl ratio find by using the matrix $C^\text{exact}_\epsilon$ in the reconstruction process is $\text{SR}^\text{exact} = 2.81\%$.

Despite those extreme conditions, the PSF reconstruction provides a PSF with a good precision. We residuals in the images shown in Fig. 6 consists mainly in speckles.
Figure 4. Comparison between PSF (lines) on-sky (black), ML reconstructed (red) and reconstructed with the exact $C_ε$ matrix (green) and the residuals (dashed) for each reconstruction (ML: red, exact $C_ε$: green) with respect to the on-sky PSF. In the top-left, the X-cut and Y-cut of the PSF (log scale). In the top-right, the X-cut and Y-cut of the OTF (log scale). The simulation was operated with a temporal frequency of 150 Hz for a NGS at magnitude 0. The Strehl ratio is given by the maximum of intensity of the PSF. In the bottom, we present the images of the PSF on-sky (left), ML reconstructed (middle), and the reconstructed with the exact $C_ε$ (right) and the corresponding residuals (bottom).
Figure 5. Comparison between PSF (lines) on-sky (black), ML reconstructed (red) and reconstructed with the exact C_ε matrix (green) and the residuals (dashed) for each reconstruction (ML: red, exact C_ε: green) with respect to the on-sky PSF. In the top-left, the X-cut and Y-cut of the PSF (log scale). In the top-right, the X-cut and Y-cut of the OTF (log scale). The simulation was operated with a temporal frequency of 150 Hz for a NGS at magnitude 12. The Strehl ratio is given by the maximum of intensity of the PSF. In the bottom, we present the images of the PSF on-sky (left), ML reconstructed (middle), and the reconstructed with the exact C_ε (right) and the corresponding residuals (bottom).
Figure 6. Comparison between PSF (lines) on-sky (black), ML reconstructed (red) and reconstructed with the exact $C_\varepsilon$ matrix (green) and the residuals (dashed) for each reconstruction (ML: red, exact $C_\varepsilon$: green) with respect to the on-sky PSF. In the top-left, the X-cut and Y-cut of the PSF (log scale). In the top-right, the X-cut and Y-cut of the OTF (log scale). The simulation was operated with a temporal frequency of 15 Hz for a NGS at magnitude 12. The Strehl ratio is given by the maximum of intensity of the PSF. In the bottom, we present the images of the PSF on-sky (left), ML reconstructed (middle), and the reconstructed with the exact $C_\varepsilon$ (right) and the corresponding residuals (bottom).
7. CONCLUSION & PERSPECTIVE

In this paper, we presented the improvement to the maximum likelihood method for the adaptive optics point spread function reconstruction. We simulated a diffraction Shack-Hartmann wavefront sensor as close as possible to a real system. We were confronted to the interaction matrix calibration issue. Indeed, significant differences between the on-sky measurements and our model of measurements were identified as caused by a centroid gain. We estimated this centroid gain by a linear regression using the model and the measurements and we compensate the interaction matrix from this gain.

Although the method is only tested on simulations, the results obtained are very promising. In the presented cases, we estimate with a good accuracy:

- the Strehl ratio, with a precision lower than 3%, even for short bandwidth systems. The global shape of the PSF is as well reconstructed with a fairly good precision.
- The Fried parameter, with a precision lower than 1 cm,
- and the noise level when the latter is significant.

In the future, we aim to apply the ML method to real data obtained with the Multi Object Adaptive Optics demonstrator Canary operating in its close-loop mode.
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