Impact of turbulence on high-precision ground-satellite frequency transfer with two-way coherent optical links
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Bidirectional ground-satellite laser links suffer from turbulence-induced scintillation and phase distortion. We study the impact of turbulence on coherent detection and the related phase noise that restricts time and frequency transfer precision. We evaluate the capacity to obtain a two-way cancellation of atmospheric effects despite the asymmetry between up- and downlink that limits the link reciprocity. For ground-satellite links, the asymmetry is induced by point-ahead angle and possibly the use, for the ground terminal, of different transceiver diameters, in reception and emission. The quantitative analysis is obtained thanks to refined end-to-end simulations under realistic turbulence and wind conditions as well as satellite kinematics. These temporally resolved simulations allow characterizing the coherent detection in terms of time series of heterodyne efficiency and phase noise for different system parameters. We show that tip-tilt correction on ground is mandatory at reception for the downlink and as a pre-compensation of the uplink. Besides, thanks to the large tilt angular correlation, the correction is shown to be efficient on uplink despite the point-ahead angle. Very good two-way compensation of turbulent effects is obtained even with the asymmetries. The two-way differential phase noise is reduced to 1 rad², with the best fractional frequency stability below 2 × 10⁻¹⁷ after 1-s averaging time.
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I. INTRODUCTION

Optical bi-directional links between ground stations and spacecraft in Earth or solar system orbits are of interest for a number of applications ranging from telecommunications to navigation, geodesy, time and frequency metrology, and fundamental physics [1–4]. Compared to radio frequency links, the optical links promise high data rates and low phase noise in long distance clock comparison or ranging measurements. In particular, low noise, long distance clock comparisons in Earth’s orbit and in the solar system are of strong interest for experimental gravitation, relativistic geodesy, and time-frequency metrology [2–5]. The limiting effect for such optical links is likely to be atmospheric turbulence. We study its impact on two-way clock comparisons with a coherent detection, and quantify it by means of numerical simulations.

While many applications require clocks in space, the best present optical clocks can only be compared over continental distances at their full performance level, as demonstrated in optical fiber links [6,7]. Such long distance comparisons take advantage of two-way compensation schemes that allow mitigation of any source of phase noise that is reciprocal on the two channels. Free space optical links should allow a gain of more than 3 orders of magnitude in frequency transfer precision compared to radio-frequency links (Δf/f = 10⁻¹⁸ instead of 10⁻¹⁵). Despite turbulence that may limit this gain, promising performance on ground links has recently been obtained over kilometric horizontal distances [8–10]. Whether turbulence effects (reduction of signal, extinctions, phase noise, etc.) could be a limiting factor for high-precision ground-space two-way frequency transfer is the question we address in this paper.

We consider a coherent detection that is generally more sensitive to the signal and less sensitive to background light. Two criteria are essential for the performance of optical time-frequency comparisons: heterodyne efficiency (m) which characterizes the fractional loss of signal to noise ratio S/N and the phase noise (ϕ) on the phase modulation used to transfer the time or frequency information. Both criteria are impaired by turbulence. The first analysis of turbulence effects on coherent optical links, i.e., with heterodyne detection, has been performed by Fried [11]. He obtained an analytical expression of the mean of the heterodyne efficiency (m) in the presence of turbulence. Approximate distributions of m for a limited range of receiving apertures were then obtained through analytical developments [12]. Afterward, Monte Carlo simulations have been used to avoid questionable approximations on the aperture’s spatial averaging and in turn give more accurate evaluation of heterodyne efficiency statistics [13,14]. These initial works assumed a phase only perturbation and were neglecting diffraction effects during the propagation; they, however, gave first-order evaluations of the gain brought by adaptive optics (AO). More recently Perlot [15] presented a very detailed analysis on coherent detection based on Monte Carlo simulations including scintillation effects with some approximations and using a simple AO correction on tip and tilt. His work was motivated by telecommunication applications. Other recent studies in free-space optical links [16,17] derived closed-form expressions for the probability density function of m with AO compensation. Note that these references only deal with the link S/N ratio via m. In the context of frequency transfer one has, however, to study phase noise...
\( \varphi \) and its two-way compensation, the level of which depends of the reciprocal nature of \( \varphi \).

Owing to the linear nature of wave propagation, one can show that the principle of reciprocity applies to propagation through turbulence [18–20]. Consequences of this principle on optical links, mainly in the context of free space optical telecommunications, have been studied by theoretical analysis [21–25] and through experimental demonstrations [8,9,26–28]. References [26–28] studied the link reciprocity experimentally in the context of incoherent detection for telecommunications. Closer to our work, Refs. [8,9] have recently studied two-way cancellation of turbulent effects on phase noise in frequency transfer links, along horizontal propagation paths with perfect overlap between the two channels.

In practice, there are several reasons that limit the link reciprocity in ground-satellite laser links: point-ahead induced by the large satellite velocity, leading to a different line of sight for up- and downlink; another asymmetry is induced by the choice of different aperture sizes for reception and emission on ground, often motivated by technical considerations (available laser power on ground and on board, pointing requirements, stray light, etc.).

This article studies the impact of these asymmetries on phase noise compensation. We provide a quantitative evaluation of the residual phase noise \( \Delta \varphi \) after two-way compensation, and in turn of the frequency stability \( \Delta f/f \) in terms of Allan variance. Refined end-to-end simulations allow one to perform this quantitative analysis accounting for realistic turbulence and geometries. We use the reciprocity principle to model the bidirectional ground-satellite optical link using two downward plane waves propagating through the turbulence volume and separated by the point-ahead angle. We compute temporal series of \( m \) and \( \varphi \) for up- and downlinks, varying the turbulence conditions (turbulence strength, outer scale) and the aperture diameters of the ground transceiver, and we consider tip and tilt control to improve signal to noise ratio.

In summary, the major results of the present article concern three key topics: first, the assessment of tip-tilt correction efficiency especially for uplink in the presence of a large point ahead; second, the quantitative analysis of turbulence effects on two-way phase noise compensation in the presence of asymmetries between uplink and downlink (point-ahead angle and aperture differences); third, the evaluation of the effect of turbulence on frequency stability in two-way frequency transfer.

The asymmetries between uplink and downlink (point-ahead angle and aperture differences) give rise to only small values of \( \Delta \varphi \) allowing for two-way frequency comparisons with exceptional stability in less than 1-s averaging time. The outline of the article is as follows. Section II exposes the necessary theoretical concepts, metrics of the coherent detection, and a review of reciprocity and adaptive optics aspects. Section III presents the turbulence propagation modeling and describes the numerical methods used in our simulations. Section IV presents the results: up- and downlink heterodyne efficiency and phase noise, two-way phase noise compensation, and the Allan variance. We discuss the influence of turbulent parameters in Sec. V and provide a comprehensive summary and conclusion in Sec. VI. Although the next sections are essential for an in-depth understanding of our work, the readers who are directly interested in our main results can go to Sec. IV.

## II. THEORETICAL CONCEPTS AND METRICS FOR FREQUENCY TRANSFER

This section first defines the metrics used to qualify a coherent optical link impaired by atmospheric turbulence (see Sec. II A). Section II B then describes the relation between these metrics and the frequency transfer application. Section II C presents the theoretical concepts that govern link reciprocity and discusses the interest of adaptive optics in our context.

### A. Effect of turbulence on heterodyne efficiency and phase noise

We first present the basic equations leading to the definition of the heterodyne efficiency in the presence of turbulence. The development of this section is based on the pioneering work of Fried [11]. We show the expressions for any kind of beam shapes, without restricting to the plane-wave case, and we introduce the notion of complex coupling.

In order to derive the heterodyne efficiency we first have to come back to the basics of the coherent detection. We start from two fields of form \( E(r) \cos(\omega t + \varphi(r)) \) (where \( r \) is the transverse two-dimensional spatial coordinate), denoted with subscript \( L \) for the local oscillator (LO), and denoted with subscript \( S \) for the signal. In a heterodyne detection, the diode current (in Ampere) at intermediate frequency \( \omega/2\pi = \Delta \omega/2\pi \) is

\[
i_{IF} = \frac{e}{h} \eta \int \phi_S(r) \phi_L(r) \cos(\omega_{IF} t + \Delta \varphi(r)) d^2 r,
\]

(1)

where \( \Delta \varphi(r) = \phi_S(r) - \phi_L(r) \) is the phase shift with respect to the local oscillator, \( \eta(r) \) is the quantum efficiency of the detector (electrons/photon), \( Z_0 \) is the free space impedance (exactly 119.91698327 Ohm), and \( E_S \) and \( E_L \) are the signal and LO electric field amplitudes (in V/m) in the same polarization. In the following, we take the common assumption that the detector efficiency is independent of spatial coordinates, and the integral is performed on the aperture surface \( A \). In the presence of turbulence the signal field amplitude in Eq. (1) reads

\[
E_S(r) = E_t \exp(\chi_S(r)),
\]

(2)

where \( E_t \) is a constant, while \( \chi_S(r) \) is the so-called log amplitude describing the field amplitude distribution, including beam shape and also scintillation effects induced by turbulence. Turbulent phase effects are of course included in the previously mentioned phase term \( \varphi_S(r) \). In the case of an LO amplitude in the form \( E_L(r) = E_L \exp(\chi_L(r)) \), the current is

\[
i_{IF} = \frac{e n E_L E_t}{h v Z_0} \int_A \exp[\chi_S(r) + \chi_L(r)] \times \cos(\omega_{IF} t + \varphi_S(r) - \varphi_L(r)) d^2 r.
\]

(3)

To get optimal performance of the heterodyne detection, we need a powerful LO to neglect the thermal noise. Under this assumption, the average LO current responsible for the
shot noise is
\[ i_L = \frac{e \eta}{h \nu Z_0} E_L^2 \left( \int_{\Omega} \exp[\chi_L(r)] \cos(\omega_L t + \phi_L(r)) \, dr \right)^2, \quad (4) \]
where the over bar denotes from now on a time average over a duration much longer than the cosine period but much shorter than the turbulence evolution. The shot noise within a bandwidth \( \Delta f \) is equal to the square root of twice the average number of electrons in \( \Delta f \). That is \( [2 \times \text{Eq. (4)}/(e \Delta f)]^{1/2} \). The signal is equal to the average number of signal electrons in \( \Delta f \). So the signal to noise power is \( [\text{Eq. (3)}/(e \Delta f)^2]/[2 \times \text{Eq. (4)}/(e \Delta f)] \) and we get the signal to noise ratio \( S/N \),

\[ S/N = \frac{\eta E_L^2 S \left( \int_{\Omega} \exp[\chi_S(r) + \chi_L(r)] \cos(\omega_0 t + \phi_S(r) - \phi_L(r)) \, dr \right)^2}{\left( \int_{\Omega} \exp[\chi_L(r)] \cos(\omega_L t + \phi_L(r)) \, dr \right)^2}. \quad (5) \]

We define here the heterodyne efficiency \( m \) as the loss of signal to noise ratio compared to the unperturbed case, which corresponds to \( \chi_S = 0 \) and \( \phi_S \); hence the following expression for the heterodyne efficiency:

\[ m = \frac{\left( \int_{\Omega} \exp[\chi_L] \cos(\omega_0 t + \phi_S - \phi_L) \, dr \right)^2}{\left( \int_{\Omega} \exp[\chi_L] \cos(\omega_0 t + \phi_L) \, dr \right)^2}. \quad (6) \]

Following [13], the formulation can be simplified by introducing the notion of complex fields:

\[ m = \frac{\left| \int \mathcal{E}_L^*(r) \mathcal{E}_S(r) \, dr \right|^2}{\left| \int \mathcal{E}_L^*(r) \mathcal{E}_L(r) \, dr \right|^2} = \frac{|C|^2}{|C_0|^2}, \quad (7) \]
where the complex fields, respectively, for the LO and the signal, are defined by \( \mathcal{E}_L = E_L(r) \exp[i \phi_L(r)] \) and \( \mathcal{E}_S = E_S(r) \exp[i \phi_S(r)] \). \( \mathcal{E}_S(r) \) is the signal complex field in the absence of turbulence. The integrals of the previous equation are called hereafter “complex couplings.” They correspond to the overlap integrals between the incident signal and the local oscillator fields. The complex couplings, respectively, in the presence and in the absence of turbulence, are denoted \( C \) and \( C_0 \). Equation (7) is again not specific to plane waves, and is valid for any type of wave. Note also that by definition \( m = 1 \) for the unperturbed case.

Reference [11] shows that the mean heterodyne efficiency \( \langle m \rangle \) is asymptotically equal to \( 1/(D/r_0)^4 \) for \( D/r_0 \gg 1 \), where \( r_0 \) is the Fried diameter characterizing the turbulence strength. Similarly to the case of astronomical imaging, \( D/r_0 \) leads to a strong impact of turbulence. High order AO correction may then be employed to correct the wavefront before the detection, so as to raise the mean heterodyne efficiency and reduce its fluctuations [14]. However, for \( D \lesssim 2r_0 \) or \( 3r_0 \), a simple tip-tilt correction is generally sufficient [29]. This option is analyzed in this paper.

To quantify the effect of turbulence on long distance coherent optical links one has to quantify the mean heterodyne efficiency \( \langle m \rangle \), but also its relative temporal fluctuations \( \sigma_m^2/\langle m \rangle^2 \) where \( \sigma_m^2 \) is the variance of \( m \).

For clock comparison applications, a key additional parameter is the clock frequency stability. This implies to evaluate the temporal evolution of the phase noise, i.e., the phase of the beating signal at the intermediate frequency \( \omega_{IF}/(2\pi) \). This phase noise \( \phi \) is by definition the phase of the complex coupling \( C \) that appears at the numerator of Eq. (7), hence:

\[ \phi = \text{arg}(C). \quad (8) \]

Note that in a strict sense there is no linear relation between the phase noise \( \phi \) and the phase of the turbulent signal field \( \phi_S \).

It is neither the signal phase at a given location, nor its pupil average (so-called piston \( \langle \phi_S \rangle_{\text{pupil}} \)) or weighted average, the latter being only valid with a first-order development of \( \exp(i \phi_S) \) [30,31]. A second-order development of the complex exponential, however, exhibits cross-terms between the turbulent phase modes: piston, tip-tilt, and higher orders. By removing tip and tilt, the phase noise should be closer to a piston since cross-terms then cancel out. We come back to the physical nature of the phase noise in Sec. IV D.

From Eqs. (7) and (8) we see that heterodyne efficiency and phase noise are derived from the same key quantity: the complex coupling \( C \) between the turbulent signal and local oscillator fields. The properties of this complex coupling are discussed in the following paragraphs and the context of frequency transfer is also recalled.

**B. Frequency transfer in two-way coherent optical links**

In the present work we consider the comparison of two clocks through a two-way heterodyne optical link between two terminals \( T_1 \) and \( T_2 \). Their reception and emission pupils are, respectively, located in a plane \( \Pi_1 \) (coordinates \( r_1 \)) and a plane \( \Pi_2 \) (coordinates \( r_2 \)), assumed to be perpendicular to the line of sight. Figure 1 gives a principle sketch of the ground-space optical link configuration with its point ahead. The turbulence volume is concentrated near the ground terminal, say \( T_1 \), and perturbs the optical propagation. As shown in Sec. II A, the key quantity that characterizes the link is the complex coupling. Respectively, for each terminal, the complex coupling at a given time reads

\[ C_1 = \int \mathcal{E}_{1L}^*(r_1) \mathcal{E}_{1S}(r_1) \, dr_1, \quad (9) \]
\[ C_2 = \int \mathcal{E}_{2L}^*(r_2) \mathcal{E}_{2S}(r_2) \, dr_2, \quad (10) \]
where \( \mathcal{E}_{1L} \) and \( \mathcal{E}_{2L} \) are the complex fields of the local oscillator of \( T_1 \) and \( T_2 \), while \( \mathcal{E}_{1S} \) and \( \mathcal{E}_{2S} \) are the signal complex fields received, respectively, in \( T_1 \) and \( T_2 \) pupils.

The comparison of two clocks on each side of the link is affected by phase noise induced by turbulence. With two-way
the forward propagation of the complex field from a plane functional that allows one to describe by an integral equation wave propagation being a linear process, there is a unique $E_1$ and $E_2$. They pass through the aperture diameters denoted $D_i$ located in the planes $\Pi_i$. Local oscillator fields are denoted $E_{IL}$.

Compensation techniques one is, however, only sensitive to differential effects, namely to the half difference of phase noise: $\Delta \phi = (\phi_1 - \phi_2)/2 = [\text{arg}(C_1) - \text{arg}(C_2)]/2$, meaning that any phase noise on the links that is reciprocal cancels in the two-way clock comparison [32].

Clearly, the frequency transfer precision will be ultimately driven by the level of link reciprocity that characterizes the similarity of the complex couplings of each terminal. Section II C now describes the physical principles that govern reciprocity properties of the complex coupling and related phase noise.

C. Principle of reciprocity for two-way ground-satellite optical links modeling

Before discussing the link reciprocity, let us come back to the general principle of reciprocity in propagation through turbulence, a well-known physics property ([18–20]). In short, wave propagation being a linear process, there is a unique functional that allows one to describe by an integral equation the forward propagation of the complex field from a plane $\Pi_1$ to a plane $\Pi_2$, and the backward propagation from $\Pi_2$ to $\Pi_1$:

$$ E_{2S} = \int h(r_1, r_2) E_{1E}(r_1) d^2r_1, \quad (11) $$

$$ E_{1S} = \int h(r_1, r_2) E_{2E}(r_2) d^2r_2, \quad (12) $$

where, for the forward propagation, $E_{1E}$ is the emitted complex field in plane $\Pi_1$ and $E_{2S}$ the received complex field in plane $\Pi_2$, $E_{2E}$ and $E_{1S}$ being the emitted and received fields for the backward propagation. $h(r_1, r_2)$ is the functional that characterizes the propagation medium, here the propagation through a given turbulence state at a given time. This property is sometimes referred to as the “extended Huygens-Fresnel principle” [23]. Note that it does not require assumptions on the turbulence strength, and therefore applies even in strong perturbation regimes. The only implicit assumption is that turbulence does not evolve during the time of propagation through the turbulent volume.

1. Implications on link reciprocity

Consequences of this principle on optical links have been the object of theoretical studies [21–25] mainly in the context of free space optical telecommunications. For a comprehensive understanding of the implications on frequency transfer, the main theoretical results are presented from the perspective of coherent links and their related phase noise.

From Eqs. (12) and (9), one can easily show that

$$ C_1 = \int E_{1L}^*(r_1) \left( \int E_{2E}(r_2) h(r_1, r_2) d^2r_2 \right) d^2r_1, \quad (13) $$

while Eqs. (11) and (10) lead to

$$ C_2 = \int E_{1E}(r_1) \left( \int E_{2E}^*(r_2) h(r_1, r_2) d^2r_2 \right) d^2r_1, \quad (14) $$

where integral orders have been exchanged to obtain a reciprocal expression of $C_2$, expressed in the plane $\Pi_1$. The complex couplings at both sides of the optical link can therefore be expressed as overlap integrals in the $\Pi_1$ aperture plane. They both involve complex fields resulting in the propagation from $T_2$ to $T_1$. These propagated fields, the terms between parentheses, correspond on one hand to the natural propagation of $E_{2E}$, the field emitted by $T_2$, and on the other hand to a fictive back propagation through turbulence of $E_{2L}^*$, the $T_2$ local oscillator complex conjugate.

It is interesting to note that in the particular case where $E_{1E} = E_{1L}^*$ and $E_{2E} = E_{2L}^*$, symmetry on each terminal between the emission and the local oscillator, then $C_1$ is equal to $C_2$. Under these conditions the link reciprocity is perfect, meaning that both sides of the link have strictly identical heterodyne efficiency and phase noise.

Again, these developments are simply a transposition to heterodyne detection of the work of Shapiro (see [24] and references therein), where we have local oscillator modes in place of fiber modes, and where our expressions deal with complex coupling instead of its square modulus, since we care about phase noise in our application.

References [23–25] draw various implications of these reciprocity properties depending on the link geometry. Note that the previous equations are not specific to the ground-satellite configuration, and we now restrict our discussion to this particular case. Such a link has several specificities:

1. Very long distance of propagation (thousands to tens of kilometers), hence clearly corresponding to a far field case.

2. Turbulent volume is concentrated in the first few tens of kilometers near ground; note that the time of propagation through turbulence remains very short (around 100 $\mu$s), even if the total propagation time to the satellite is large.

3. High satellite velocity leads to a point-ahead angle between the downward and upward beams.

Items 1 and 2 imply that the turbulence coherence area in the satellite plane is much larger than $T_2$ pupil size. Therefore,
in the previous expressions, on can neglect the dependence in $r_2$ of $h(r_1, r_2)$, and approximate it by $h(r_1, 0)$ [23]. The complex couplings then now read

$$C_1 = \int E_{1e}^*(r_1)h(r_1, 0)dr_1 \left( \int E_{2e}^*(r_2)dr_2 \right). \quad (15)$$

$$C_2 = \int E_{1e}^*(r_1)h(r_1, 0)dr_1 \left( \int E_{2e}^*(r_2)dr_2 \right). \quad (16)$$

In both expressions the terms between parentheses are constant factors independent of turbulence. This implies that the analysis of turbulent effects does not depend on $T_2$ modes. Looking at Eq. (12), one can see that $h(r_1, 0)$ would be the received field on ground if the emission field $E_{2e}(r_2)$ were a Dirac $\delta(r_2)$; it therefore corresponds to the downward propagation of a plane wave through turbulence. The fact that one can model the downlink with a downward plane-wave propagation, neglecting the Gaussian nature of the beam coming from the satellite, is actually a usual approximation in ground-space optical links, both for incoherent and coherent detection (see, for instance, Chapter 9 in Ref. [33]). The reciprocal expression of $C_2$ shows that, based on the same approximation, the uplink coupling can also be calculated from this downward plane wave. Actually, this is true only when neglecting the point-ahead effect [23] mentioned in item 3. Accounting for point ahead is, however, easy and only implies that $h(r_1, 0)$ is not exactly the same term in Eqs. (15) and (16): It corresponds to the result of the propagation, through the same turbulent volume, of two downward plane waves with two propagation directions separated by the point-ahead angle. Say on-axis for the downlink in Eq. (15) and off-axis at point ahead for the uplink in Eq. (16). There is therefore no need to simulate the upward propagation of a Gaussian beam.

To summarize, two asymmetries affect the link reciprocity of such a link: the potential difference between reception and emission modes on the ground terminal, and the point-ahead effect. The evaluation of link reciprocity in realistic ground-satellite conditions is the object of Sec. IV.

2. Correction and pre-compensation by adaptive optics

The developments presented in Sec. II.C.1 remain valid in the presence of AO, that can be used for either correction at reception, or for pre-compensation at emission [24]. AO simply adds phase terms to emission or local oscillator fields in the previous expressions. Besides, in the case of ground-satellite links, Eqs. (15) and (16) clearly tell that a phase correction can be beneficial on the ground terminal to partly compensate the turbulent phase effects in $h(r_1, 0)$. However, in these equations, the satellite modes (emission and local oscillator) only give a constant factor decoupled from turbulence effects. AO is therefore of no interest on-board. This well-known property [23,24] is again a consequence of the fact that the turbulence coherence area in the satellite plane is much larger than $T_2$ aperture size.

In the present paper we only consider tip-tilt both to correct the incoming downlink beam, and to pre-compensate the uplink. From Eqs. (15) and (16), one can infer that the optimum tip-tilt correction should be deduced from the on-axis plane wave for the downlink, and from the off-axis plane wave at point ahead for the uplink. Unfortunately there is no off-axis beacon available in the point-ahead direction; tip-tilt correction can therefore only be estimated on the downlink beam (on-axis plane wave). The same tip-tilt correction is then applied to the downlink and uplink. One understands that tilt anisoplanatism may limit the correction efficiency for the uplink. And more generally, point ahead limits the capacity to efficiently pre-compensate the uplink beam by AO [22].

As we have seen, the reciprocity principle is a powerful tool to analyze the link properties, and it also simplifies numerical modeling since up- and downlink performance can be deduced from the sole propagation of two downward plane waves. Although out of the scope of the present paper, this would be of particular interest to carry out parametric studies of the uplink AO pre-compensation through simulations. Propagation of the off-axis plane wave through turbulence can indeed be performed independently of the AO correction. The AO strategy can then be studied afterward by applying corrections on the pre-computed propagated fields. A true uplink propagation of a Gaussian beam with pre-compensation would require a specific propagation for each choice of the AO correction phase.

We now have to quantify the heterodyne efficiency, and the gain brought by tip-tilt correction. We have also to evaluate the impact of the bi-directional link asymmetries on the link reciprocity. For this purpose, we use refined Monte Carlo end-to-end simulations that are described in the next section.

III. MODEL AND METHODS

A. Turbulence propagation modeling

PILOT is our numerical wave-optics tool based on Monte Carlo split-step propagation: simulation of optical propagation through discrete turbulent random phase screens based on Fresnel propagation. This code is routinely used for endo-atmospheric applications or astronomy [34], and ground-space telecommunications modeling [35,36]. Since wave optics does not rely on hypotheses on the turbulence regime, this also allows us to cover all satellite elevations including those with strong perturbations.

Figure 2 displays a sketch describing the optical propagation through turbulence for ground-space optical links. The turbulence volume can be described by discrete layers (perpendicular to the line of sight) introducing a phase perturbation on the optical beam. Temporal evolution is obtained by translating

![Figure 2: Turbulence and propagation modeling on ground-space optical link](https://example.com/figure2)

FIG. 2. Turbulence and propagation modeling on ground-space optical link. The wavy black lines represent the moving phase screens with an apparent wind speed $V(z)$ where $z$ is the propagation axis. The red lines show the downlink plane wave. The blue Gaussian ones show the uplink wave. Line of sight is artificially set horizontal on the sketch. Photograph of the satellite from Ref. [37].
the phase screens, the so-called Taylor hypothesis, with an apparent wind speed accounting for the transverse component of the natural wind added to the apparent wind induced by the satellite tracking. We assume Von Kármán statistics for the turbulent phase in a given layer. Turbulence strength is characterized locally by the so-called “refractive index structure parameter” denoted $C_n^2$ and the turbulence outer scale $L_0$. Even though this model is sometimes questioned especially for near ground observations (see, for instance, [10]), it is still a standard model for earth-space propagation. Besides, the Taylor hypothesis is fully relevant for distant layers where the wind induced by satellite tracking is dominant.

The integrated strength along the line of sight of these wavefront distortions is quantified by the Fried parameter $\alpha_0$ with a wavelength. Phase and scintillation effects of course limit the heterodyne efficiency and induce phase noise.

As shown in Sec. II C 1, up- and downlink performance can be deduced from the propagation, through the same turbulent volume, of two downward plane waves along two axes separated by the point-ahead angle. This is performed by running the wave-optics propagation code PILOT at the working wavelength of $\lambda = 1064$ nm. The turbulent vertical distribution corresponds to a $C_n^2$ profile of an astronomical site with moderate turbulence. It covers the [0.20 km] altitude range described by a Hufnagel-Valley profile above the boundary layer (at about 1.5 km) linked to the Monin-Obukhov similarity laws below. We use 10 phase screens spread nonuniformly in altitude. Five of them are put in the first km, inside the boundary layer, to sample the significant turbulence. The other five are placed at 4, 6, 10, 14, and 18 km. The $r_0$ (plane wave) is indicated for an oblique line of sight with 20° elevation. We study a moderate turbulence condition with $r_0 = 13$ cm. The isoplanatic angle is $\approx 25 \mu r$ and these conditions.

The outer scale value $L_0 = 8$ m which is a realistic value [38]. Furthermore, after having varied $L_0$ on a 1- to 25-m range [39], we found that the two first moments of the heterodyne efficiency $\mu$ do not evolve beyond $L_0 = 8$ m.

Section V discusses the influence of turbulence parameters: the outer-scale value and a stronger turbulence with $r_0 = 5$ cm.

### B. Practical implementation

Our propagation code provides time series of the electromagnetic fields for the two plane-wave downward propagations, respectively, on-axis and off-axis at point ahead. Equations (15) and (16) are then used to compute the complex coupling time series $C_1(t)$ and $C_2(t)$. We then derive link metrics such as the heterodyne efficiency and the phase noise of the signal at the intermediate frequency [see Eqs. (7) and (8)], respectively, the squared modulus of the complex coupling and its argument:

$$m_i(t) = \frac{|C_i(t)|^2}{|C_i^0(t)|^2},$$

$$\varphi_i(t) = \arg(C_i(t)),$$

where $i$ is the terminal number (1 or 2), and $C_i^0$ is the complex coupling of terminal $i$ in the absence of turbulence. In practice to avoid phase jumps of $2\pi$, we will proceed by successive increments:

$$\varphi_i(t + dt) - \varphi_i(t) = \arg(C_i(t + dt)C_i^*(t)).$$

The cumulative sum on all instants of the phase increment in Eq. (19) provides the phase noise temporal trajectory.

Simulations can include full tip-tilt correction at the ground receiver aperture for the downlink. Following Sec. II C 2, the same tip-tilt is used as a pre-compensation of the uplink at the ground emitter. The correction of tip and tilt is implemented in simulations as explained hereafter. The phase is extracted from the instantaneous turbulent electromagnetic field at the pupil. Then it is projected on Zernike polynomials (defined on the relevant aperture diameter) to get the modal coefficients of the tip and tilt. As the phase extraction provides a version of the phase modulo $2\pi$, a step of unwrapping is added to the process before the projection. This tip-tilt is subtracted to the turbulent phase as a correction that is therefore ideal: no sensing noise, and correction without delay. It still represents a case with good signal-to-noise ratio and with a correction loop of high temporal bandwidth. These assumptions are sufficient for our present purposes, a more realistic AO system being relegated to future work.

At the end, temporal series of heterodyne efficiency and phase noise allow us to quantify, for different scenarios, the link performance including extinctions, link reciprocity together with two-way phase noise compensation, and Allan variances. The results are presented in the next section.

### IV. PERFORMANCE EVALUATION FOR FREQUENCY TRANSFER

This section is dedicated to the performance evaluation of a two-way optical link for high-precision frequency transfer in moderate turbulence conditions. Section IV A first describes the simulation conditions. Section IV B gives an overview of the heterodyne efficiency statistics for down- and uplink, including its dependence with aperture size, tip-tilt correction, and point ahead. Section IV C details the downlink characteristics in terms of temporal trajectory of the heterodyne efficiency and of the phase noise. Section IV D analyzes the uplink temporal series, and the nature of the phase noise. Section IV E evaluates how link asymmetries affect the efficiency of two-way phase compensation and quantifies the expected frequency stability in terms of modified Allan variance.

### A. Simulation conditions and system parameters

The satellite position is taken at perigee: Distance to the satellite is $z = 3200$ km, and velocity on its orbit is $v = 9$ km/s (component transverse to the line of sight). Perigee corresponds to a worst case in terms of point ahead: The point-ahead angle is here paa $= 60$ $\mu r$. We recall that the elevation of the line of sight is $20^\circ$.

As mentioned in Secs. II C 1 and III A, the up- and downlink performance can be deduced from time series of complex electromagnetic fields resulting in the downward propagation of two plane waves separated by the point-ahead angle. Our
propagation code PILOT is used to simulate two such time series corresponding to 8000 turbulent field occurrences. The duration of the series is 8 s with 1-ms sampling steps. In the next subsections we consider the moderate turbulence condition described in Sec. III A ($r_0 = 13$ cm).

The study is performed for two diameter values (0.15 or 0.40 m), corresponding either to the downlink ground receiver aperture ($D_{1S}$), or to the uplink ground emission aperture ($D_{1E}$). Both the ground LO and the uplink emission beam are considered Gaussian with the usual truncation rule: Waist $w_0$ is one-third of the considered aperture. Having large apertures may be of interest for link budget considerations, especially for ground reception since laser power on board is generally limited. As mentioned in Sec. II A one, however, expects a stronger impact of turbulence with larger apertures. We finally recall that, for what concerns turbulence and as shown in Sec. II C 1, link performance is independent of the choice of the satellite terminal geometry (apertures, beam size).

### B. Heterodyne efficiency versus system parameters

We study here the influence of the ground transceiver diameters and of point ahead on heterodyne efficiency statistics: mean value $\langle m \rangle$ and relative fluctuations $\sigma_m^2/(\langle m \rangle)^2$. We consider both full turbulence and tip-tilt control cases. In the absence of point ahead, we recall that up- and downlink have by construction identical performance, hence the same heterodyne efficiency, when considering the same modes (diameter and waist) for emission and LO on the ground terminal (see Sec. II C 1).

Heterodyne efficiency statistics are summed up in Table I. For an aperture diameter of 0.40 m and without tip-tilt control, turbulence has a strong impact on heterodyne efficiency: low mean and large relative fluctuations, both for up- and downlinks. Tip-tilt control brings a significant gain: increase of the mean value and strong reduction of the fluctuations. Turbulence has a smaller impact with an aperture diameter reduced to 0.15 m, since $D/r_0$ is smaller, but tip-tilt control remains very valuable in this case.

Applying downlink tip-tilt to the pre-compensate uplink is efficient despite point ahead. Mean value is, for instance, only reduced by a few percent: In Table I please compare first, the cases with the superscript (b) and (d), and second the cases (c) and (e). The slight reduction of performance is caused by tip-tilt anisoplanatism that induces a difference between on-axis and off-axis tip-tilt at point ahead. The fact that this effect is minor may seem surprising since the point-ahead angle is larger than the isoplanatic angle in our case. One has, however, to remember that the isoplanatic angle is not a relevant parameter to describe the modal normalized angular correlations of Zernike modes [40]. Tip-tilt is known to have a large angular correlation (see, for instance, Fig. 3 in [34]): In our case the normalized correlation is better than 95% at the point-ahead angle.

Mean heterodyne efficiency $\langle m \rangle$ and its relative fluctuations $\sigma_m^2/(\langle m \rangle)^2$ are key parameters to characterize the link budget. However, they do not inform on the potential presence of extinctions. The next paragraphs discuss this point through the display of a temporal series of heterodyne efficiency. They also present associated phase noise trajectories.

### C. Downlink with and without tip-tilt correction

We provide here a time series of the downlink heterodyne efficiency and phase noise, successively under full turbulence and with tip-tilt control; in the latter case we consider both receiver diameters $D_{1S} = [0.15, 0.40]$ m (cases (a), (b), and (c) of Table I).

To maintain reasonable signal-to-noise ratio, we set a “conservative” extinction threshold corresponding to a 15-dB loss induced by turbulence on the heterodyne efficiency. This level is indicated in red in Figs. 3–5. In the absence of correction (Fig. 3), and for the 0.40-m aperture, this criterion is far from being met: One is faced with very frequent and very

![FIG. 3. Turbulent downlink time series of heterodyne efficiency along an 8-s duration sampled every 1 ms. The red (lower) straight line shows the detection threshold. The blue (upper) straight line shows the mean heterodyne efficiency $\langle m \rangle$. $D_{1S} = 0.40$ m. This case is labeled (a) in Table I.](image)

![FIG. 4. Tip-tilt controlled downlink time series of heterodyne efficiency along an 8-s duration sampled every 1 ms. The red (lower) straight line shows the detection threshold. The blue (upper) straight line shows the mean heterodyne efficiency $\langle m \rangle$. $D_{1S} = 0.40$ m. This case is labeled (b) in Table I.](image)

<table>
<thead>
<tr>
<th>Downlink and uplink</th>
<th>Uplink and point ahead</th>
</tr>
</thead>
<tbody>
<tr>
<td>w/o point ahead</td>
<td></td>
</tr>
<tr>
<td>$D = 0.40$ m</td>
<td>Turbulent</td>
</tr>
<tr>
<td></td>
<td>$0.18$ [0.84]</td>
</tr>
<tr>
<td></td>
<td>Tip-tilt control</td>
</tr>
<tr>
<td></td>
<td>$0.53$ [0.07]</td>
</tr>
<tr>
<td>$D = 0.15$ m</td>
<td>Turbulent</td>
</tr>
<tr>
<td></td>
<td>$0.60$ [0.14]</td>
</tr>
<tr>
<td></td>
<td>Tip-tilt control</td>
</tr>
<tr>
<td></td>
<td>$0.84$ [0.01]</td>
</tr>
</tbody>
</table>

# TABLE I. Mean heterodyne efficiency $\langle m \rangle$ and its relative fluctuation $\sigma_m^2/(\langle m \rangle)^2$ for the up- and downlinks, with and without tip-tilt correction, for two ground aperture diameters $D$. Performance of the uplink is given with and without point ahead.
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deep extinctions (S/N loss exceeding 50 dB in some cases),
preventing one from keeping track of the signal on durations
longer than a few 100 ms. Tip-tilt correction brings a huge gain
in that respect: Fig. 4 shows a single extinction, slightly below
the threshold, on the 8-s duration. Heterodyne efficiency is of
course again improved when considering a smaller aperture
(0.15 m, still with tip-tilt control, in Fig. 5). Although not
shown here, we examined the full turbulence case with 0.15 m
aperture: Heterodyne efficiency exhibits less severe, just at
the limit of the 15-dB threshold, but still frequent extinctions.
Tip-tilt control is therefore mandatory to maintain reasonable
signal-to-noise ratio, even at astronomical sites with moderate
turbulence.

Concerning phase noise, its trajectory is significantly
modified as we set the tip-tilt control, even if the variance
remains on the same order (see Fig. 6 displayed for the
aperture $D_{1S} = 0.40$ m). As mentioned in Sec. II A, all phase
modes contribute to phase noise; it is therefore not surprising
that tip-tilt control modifies the phase noise trajectory. Minor
differences are observed on the tip-tilt controlled trajectories
when going from 0.40- to 0.15-m aperture (see Fig. 7). We
come back to these results and to the nature of the phase noise
at the end of Sec. IV D.

D. Uplink with tip-tilt pre-compensation

We analyze now the heterodyne efficiency and phase noise
time series of the uplink. In all cases we apply downlink tip-tilt
to pre-compensate the uplink, since it has been shown in the
previous section to be efficient despite pointing ahead and
mandatory to avoid extinctions. We consider the two emitter
diameters $D_{1E} = [0.15, 0.40]$ m, and also take into account
point ahead [cases (d) and (e) of Table I]. Comparison with no
point ahead is presented in the analysis of differential phase
noise in Sec. IV E.

Figure 8 shows the heterodyne efficiency evolution for the
largest emitter’s diameter $D_{1E} = 0.40$ m. It is very similar
in shape to downlink’s one (compare with Fig. 4), still with a
single, shallow extinction in the 8-s duration. With a careful
look, one can still see a slight and rather systematic reduction of
m compared to downlink, leading to the loss of 2 percentage
points on the mean value [cases (b) and (d) of Table I]. As
explained in Sec. IV B, this performance reduction is due to
tilt anisoplanatism.
The results with emission diameter $D_{1E} = 0.15$ m, are shown in Fig. 9, leading to similar conclusions: The time series are close to those of the downlink with the same aperture, the loss in heterodyne efficiency being only slightly more important here (corresponding to a loss of 6 percentage points in the mean between cases (c) and (e) of Table I). In any case, as already mentioned in the previous section, reducing the diameter improves performance; heterodyne efficiency is better on average and also more steady.

Concerning phase noise, one can note that the time series obtained with $D_{1E} = 0.15$ m and $D_{1E} = 0.40$ m (Fig. 10) are very similar. The phase noise time series corresponding to $D_{1E} = 0.40$ m is also very similar to that of the downlink (compare with the red curve in Fig. 7). This high degree of similarity gives evidence of a good link reciprocity despite point ahead. This aspect is analyzed in detail in Sec. IV E.

We have also computed for comparison the piston time series on the off-axis plane wave at point ahead for the two apertures (see Fig. 11). One can see first that piston trajectory is not very sensitive to the aperture value, and second that piston and phase noise are very much alike. The first point is related to the fact that piston variance is mainly driven by the key parameter $L_0/r_0$. The second aspect is also not surprising since the tip-tilt control cancels out all cross-terms related to tip-tilt, phase noise being therefore closer to the piston.

For more insight, we have computed the temporal power spectral density (PSD) of piston and phase noise (not shown here). The piston PSD has the standard structure: $-8/3$ power law at low temporal frequencies, a cutoff, and a sharp decrease with a $-17/3$ power law \[41\]. The tip-tilt controlled phase noise PSD also follows a $-8/3$ power law at low temporal frequencies, confirming its similarity with piston, but it has a slightly larger high frequency content. This confirms that the phase noise is not a pure piston: Higher phase orders are also involved, and scintillation effects may also contribute. Note that this comparison to piston is developed in uplink phase noise, but it actually also applies to the downlink case.

### E. Two-way phase noise compensation

High performance clock comparison techniques use two-way phase noise compensation to cancel out effects that are reciprocal in the two channels. Reciprocity of turbulent phase noise is, however, not perfect in the presence of link asymmetries. There are two sources of asymmetry in our case: the point ahead effect, and the possible difference of the ground terminal reception and emission apertures (see Sec. II C 1). We therefore evaluate, in this paragraph, the differential phase noise, between the down- and uplink, that ultimately limits frequency transfer precision. We also quantify the expected frequency stability in terms of the modified Allan variance. All the results are obtained with tip-tilt control.

The following graphs (Figs. 12–14) display the phase noise of the down- and uplink as well as their difference. We first consider individually the two sources of asymmetry: point ahead with symmetric apertures ($D_{1E} = D_{1S} = 0.40$ m) in Fig. 12; asymmetric apertures ($D_{1E} = 0.15$ m, $D_{1S} = 0.40$ m); and point-ahead angle artificially set to zero in Fig. 13. We see that the up- and downlinks are highly correlated (i.e., good reciprocity) leading in both cases to differential phase noise.
FIG. 12. Two-way compensation on phase noise in the case of symmetric apertures ($D_{1E} = D_{1S} = 0.40$ m) with point ahead and with tip-tilt correction. Comparison between downlink (solid red line) and uplink (dashed black line) phase noise that correspond to labels (b) and (d) in Table I, respectively. The two-way phase noise difference [green (light gray line)] has zero mean with a variance of 0.69 rad$^2$.

variances smaller than one square radian, that is much smaller than the variance of the individual links. Note that the structure of the residual phase noise is still different in the two cases: point ahead induces higher temporal frequencies. This can be explained by the fact that differential phase noise induced by point ahead mainly comes from the beam separation (paa times distance to ground) and therefore mainly originates from distant layers, associated with fast apparent winds, hence fast temporal evolution. Having the two asymmetries together (different apertures and point ahead), one obtains Fig. 14. Effects add up: The variance increases, and it is roughly the sum of the values found in the previous two cases. The residual phase noise has again high frequencies, as in Fig. 12, a direct consequence of point ahead.

It is now essential to present the main result for the frequency transfer community by looking at the corresponding modified Allan deviations (i.e., frequency stability). Figure 15 shows the modified Allan variance as a function of the averaging time for the various link asymmetries. The residual frequency stability with two-way compensation is in all cases around two orders of magnitude smaller than the one-way

FIG. 13. Two-way compensation on phase noise in the case of asymmetrical apertures ($D_{1E} = 0.15$ m, $D_{1S} = 0.40$ m) without point ahead and with tip-tilt correction. Comparison between downlink (solid red line) and uplink (dashed black line) phase noise. Downlink corresponds to label (b) in Table I. Uplink mean heterodyne efficiency $\langle m \rangle = 0.79$ and its relative fluctuation $\sigma_m^2/\langle m \rangle^2 = 0.03$. The two-way phase noise difference [green (light gray line)] has zero mean with a variance of 0.27 rad$^2$.

FIG. 14. Two-way compensation on phase noise in the case of asymmetrical apertures ($D_{1E} = 0.15$ m, $D_{1S} = 0.40$ m) with point ahead and with tip-tilt correction. Comparison between downlink (solid red line) and uplink (dashed black line) phase noise that corresponds to labels (b) and (d) in Table I, respectively. The two-way phase noise difference [green (light gray line)] has zero mean with a variance of 1.0 rad$^2$.

FIG. 15. Modified Allan variance as a function of the averaging time, for one-way downlink (squares) and two-way compensated link (diamonds, triangles, asterisks) vis-a-vis the various link asymmetries. All results are obtained with tip-tilt control and $D_{1S} = 0.40$ m. Two sigma error bars are displayed.
noise for long averaging times $\tau$. More importantly, with two-way compensation, frequency stability averages as $\tau^{-1}$ or faster, while the one-way noise averages at best as $\tau^{-1/2}$. Furthermore, it becomes clear that the asymmetry from point ahead adds short term ($\tau \leq 0.3$ s) noise, while the asymmetry due to the difference in apertures adds long term noise ($\tau \geq 0.2$ s). Most time and frequency applications require long term ($\tau \geq 1$ s) stability; it is thus important to ensure the symmetry of the emission and LO modes on ground to get the best performance.

As an aside, we briefly consider link budget aspects. We recall that we assumed the largest diameter ($D_{1_S} = 0.40$ m) for the ground terminal receiver, a choice often dictated by link budget constraints. The fact that best performance is obtained with an identical, hence large, emitter aperture leads to a small uplink beam divergence, that also helps the link budget. In such a system configuration, the reciprocity breakdown is only due to the point ahead, the effect of which remains minor. The Allan variance should be limited by other effects, such as signal-to-noise ratio, for instance.

Finally, we stress that the residual fractional frequency stability is as low as $1.410^{-17}$ after only 1-s averaging. Best clocks today have a stability of $\approx 10^{-16}/\tau^{1/2}$ [42]. Therefore the turbulence-induced noise when comparing them by optical coherent satellite links becomes negligible for averaging times as short as a few seconds.

V. INFLUENCE OF TURBULENT PARAMETERS

In this final section we investigate the dependence of our results on different turbulent parameters like the Fried diameter $r_0$, or the outer scale $L_0$. We first discuss the influence of the turbulent outer scale $L_0$ on heterodyne efficiency, and two-way phase noise compensation still in moderate turbulence ($r_0 = 13$ cm). With an outer scale ranging from 2 to 10 m, mean and relative fluctuations of $m$ vary by only a few percent. The effect of the outer scale on the standard deviation of two-way differential phase noise, for symmetric apertures $D_{1,S} = D_{1,E} = 0.40$ m, is given in Fig. 16. A slow increase is observed but differential phase noise variance remains smaller than 1 rad$^2$. Similar results are obtained with asymmetric apertures $D_{1,S} = 0.40$ m and $D_{1,E} = 0.15$ m. The turbulent outer scale is therefore not a very sensitive parameter, and other hypotheses on its value should therefore not strongly modify our results in terms of frequency stability.

![FIG. 16. Two-way phase noise difference (standard deviation in rad.) as a function of the outer scale value $L_0$ in meters.](image)

We have considered so far moderate turbulence conditions with $r_0 = 13$ cm. We now study stronger turbulence conditions with a smaller Fried parameter of $r_0 = 5$ cm, still considering the same two aperture diameters $D = [0.15, 0.40]$ m, and always applying tip-tilt control. With a 0.40-m aperture, downlink and uplink give the same performance ($m = 0.09$ and $\sigma_m^2/\langle m \rangle^2 = 0.75$). Despite tip-tilt control, performance remains very poor, and we can show that extinctions become prohibitive in this case. To cope with these turbulence conditions, higher order adaptive optics can be considered, or more simply a reduction of the apertures if permitted by link budget considerations. With a 0.15-m aperture, we obtain ($m = 0.55$ and $\sigma_m^2/\langle m \rangle^2 = 0.07$ for the downlink, and $\langle m \rangle = 0.54$ and $\sigma_m^2/\langle m \rangle^2 = 0.07$ for the uplink. We remember that the key parameter is $D/r_0$; it is therefore not surprising that performance with moderate turbulence ($r_0 = 13$ cm) and 0.40-m aperture [cases with labels $(b)$ and $(d)$ in Table I] is similar to that with strong turbulence ($r_0 = 5$ cm) and 0.15-m aperture since in both cases $D/r_0 \approx 3$. We have checked also the similarity in terms of phase noise. The structure of phase noise, and differential phase noise, with strong turbulence ($r_0 = 5$ cm) and 0.15-m apertures indeed resembles that of Fig. 12, with a comparable standard deviation of the differential phase noise, 0.86 rad in place of 0.83 rad.

Note that two-way compensation does not only depend on the global turbulence strength, characterized by the Fried parameter, but also on the vertical distribution of turbulence, the $C_n^2$ profile. Of course, having stronger turbulence in the upper layers would lead to a larger angular decorrelation of turbulence, and in turn would increase the point-ahead impact. Turbulence effects are evaluated here for a standard Hufnagel-Valley profile in the case of a ground station on an astronomical site. Even though out of the scope of the present article, the formalism developed here allows one to perform a quantitative analysis for any profile coming from either models or from experimental measurements (see, for instance, [43] and references therein).

VI. CONCLUSION

This article studies the effect of atmospheric turbulence on frequency transfer through bidirectional ground-satellite laser links. After recalling the effect of turbulence on heterodyne efficiency (reduction of mean value and fluctuations leading possibly to extinctions), we give a comprehensive theoretical analysis of the notion of link reciprocity in our context, with a particular emphasis on phase noise. The principle of reciprocity allows a reformulation of the down- and uplink performance based on the propagation of two downward plane waves separated by the point-ahead angle. This powerful formulation enables a very clear understanding of the physical nature of the phase noise on both channels. It becomes, for instance, obvious that two-way phase noise compensation is ultimately limited by the asymmetries of the link: point-ahead effect and possibly differences between reception and emission aperture of the ground terminal.

At this point the question was whether turbulent effects together with link asymmetries (point ahead, aperture asymmetry) were a strong limiting factor for high-precision frequency transfer in two-way configurations. We address this
point through a refined end-to-end simulation under realistic turbulence and satellite kinematics, accounting for point ahead.

We show that tip-tilt control is mandatory on the ground terminal to maintain reasonable signal-to-noise ratio and avoid frequent and severe extinctions, even at astronomical sites under intermediate turbulence. Tip-tilt control is applied to correct the downlink and pre-compensate the uplink. Despite a point-ahead angle larger than the isoplanatic angle, tip-tilt correction is shown to be efficient on the uplink. Operating with stronger turbulence would require one to reduce the ground terminal apertures (typically so that $D \leq 3r_0$), if permitted by other system considerations, or to implement higher order adaptive optics correction, keeping in mind that point ahead may limit pre-compensation capabilities for the uplink.

Phase noise is shown to remain highly reciprocal, that is, with a good correlation between up and down phase noise, despite point-ahead and ground aperture asymmetry. Two-way phase noise compensation is therefore very efficient and leads to a two-way differential phase noise with a residual variance at the 1 rad$^2$ level. This translates to very good performance in terms of fractional frequency stability that is quantified by the modified Allan variance. Asymmetry from point ahead is shown to dominate at short term, asymmetry from apertures at long term. The best performance is obtained with identical apertures, meaning identical local oscillator and emission modes on the ground terminal. Essentially, we quantify the residual phase noise between the up- and downlink, showing that a frequency stability better than $2 \times 10^{-17}$ with only a 1-s averaging time is possible, with good prospects of reaching $10^{-18}$ levels after a few minutes averaging. This outstanding performance is very promising for high-precision ground-satellite frequency transfer with two-way coherent optical links, and turbulence is certainly not a strong limiting factor.
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